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TELOS Conceptual Framework

  The third version of the conceptual architecture (framework) adds major ameliorations, required by the composition of a new version for the Use Case document :

- it exposes a second level of details about structures and processes

- it treats every aspect on two explanatory levels: an introduction and a detailed presentation

- it shows the aggregation processes used as a base of the core, LKMA, LKMS and LKSP life cycles

- it stabilizes and explicates (in the glossary)  the language used in the model

- it respects the TELOS documentation format

   After some necessary corrections (neglected aspects, errors, poor English, etc.) this document could sustain two correlated research processes:

- the refinement of the behavioral specifications 

- the redaction of a technical architecture.

  Ioan Rosca, 20 October 204
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Figure 1: TELOS General presentation - Initial

   TELOS (tele-learning operating system) will bind learning aggregated systems, helping them to share educational services (information, resources, activities, assistance etc.) without losing their autonomy. 

   Every TELOS core or product system may have a KRASC structure (knowledge- K, resource- R, aggregate-A), support- S) and control- C part); every part may be composed by a declaration layer, an item layer and an item manipulators layer. 

   The TELOS aggregation processes, based on the core modules, realize the recursive composition of TELOS products: 

- the preparation of a LKMS composition (learning and knowledge management system) using the core modifier, 

- the composition of a new LKMS (using the core LKMS editors), 

- the preparation of the LKMS use (installation, activation and adaptation) , 

- the use of the LKMS for composing an LKMA  (learning and knowledge management applications).

- the preparation of a LKMA use (instance adaptation)

- the use of an LKMA instance, obtaining results placed in LKSP (learning and knowledge session products)

    We may consider these operations as a combination of two aggregation processes cascades (composition preparation, composition, use preparation, use, analyze) specialized in LKMS and LKMA aggregations. 

   The TELOS products (light green) can be embedded in TELOS or delivered for working in other contexts (working autonomously or linked to the core). A product may be independent or tied to his meta-product (by example the LKMA may be tied with the LKMS that has generated it). 

  These operations imply human actors (core engineer, LKMS technologists, LKMA designers, LKMA users: learner and facilitators, core, LKMS, LKMA or LKSP administrators) acting on specialized interfaces. 

  Every TELOS participant may also use a TELOS services client, giving him the possibility to ask or to receive services from a core or product system or from another participant connected with a TELOS service client. 

  Some external systems may also participate to this service cooperation. 

  Every human or object actor may use a TELOS agent as an interface. 

  The TELOS kernel realize the agent deployment and the communication between the active agents representing (interfacing) the actors 

  Therefore we have:

- 7 levels of structures: The kernel modules, core modules, LKMS, LKMA and LKSP (TELOS products) , service clients and partners.  

  - 7 levels of process: aggregation processes, core extension, core use- LKMS construction and preparation, LKMS use- LKMA construction and preparation, LKMA use- LKSP construction and analyze, actor services and kernel services 

- 3 levels of actors: abstract aggregate participants, human categorized users and kernel agents

Details


[image: image2.wmf]u2

7 Requestor

/provider 

System(n)

K

N

O

W

L

E

D

G

E

S

R

E

S

S

O

U

R

C

E

S

A

G

G

R

E

G

A

T

E

S

U

P

P

O

R

T

K

R

S

A

K

R

S

A

K

R

S

A

K

R

S

A

K

R

S

A

K

R

S

A

1 TELOS Kernel:   Agent  coordination+ User connection + Object 

control

3 Use core

Compose LKMS

4 Use LKMS

Compose LKMA

5 Use LKMA

(Compose) LKSP

2

Extend core

6 Asks or 

delivers service

1

engineers

2

technologist

3

designers

5

facilitators

4

learners

2 LKMS library

2 LKMA library

2 LKSP library

2 Core

libraries

8(n)

partner

C

C

C

3 delivered LKMS

4 delivered LKMA

5 Delivered LKSP

C

3 included LKMS

C

C

4 included LKMA

5 Included LKSP

0b TELOS general presentation

-

details

u1

u8

u3

u4

u5

7 kernel

operations

6 TELOS 

service client

request

7(n)

participant

u7

TELOS core

find

use

trace

6

admin

u6

Administrate

1 Core, 

2 LKMS, 

3 LKMA,

4 LKSP

C

O

N

T

R

O

l

2 Core systems (n)

provide

6 Services

register

execute

6 Ask/deliver 

core/LKMS/external

service

1 Aggregation 

processes

s7

s6

s5

s4

s2

s3

s3

s4

s5


Figure 2: TELOS general presentation – Details

0.1 The TELOS Structures

0.1.1 Kernel

   The TELOS kernel (dark green) contains the coordinator of the inter-communication between the cooperating humans (represented by their user agents u1-7) and the cooperating objects (represented by their system agents a2-13). It uses a TELOS inter-communication protocol (working above the network layer protocols). 

   It also contains user connectors and object controllers- necessary for preparing the communication (agent deployment phase).

0.1.2 Core

    The TELOS core (medium green) is composed by:

- the core library, used as a base for composing TELOS products, containing the core manipulator applications and their core managed items (module 2) :  

- K parts: Knowledge referential manipulators and knowledge referential data library, 

- R parts: Resources manipulators and actual resources library (users, tools, documents, services)  

- A parts: Aggregation (collection, function, fusion, project, etc.) manipulators and aggregates library (they also may have complete KRASC structure) 

- S parts: Support manipulators and support data library   

- C parts: Control manipulators and control rules library   

- the embedded product libraries (modules 3,4,5) where the produced  LKMSs, LKMAs and LKSPs may be placed, managed, activated and used.

0.1.3 LKMS

   The produced but not prepared LKMS may be saved in the TELOS LKMS library or exported at a remote location. 

   After the preparation phase (adaptation, installation, activation) they became core integrated or remote activated LKMS. 

   Every active LKMS may be used to compose a certain number of LKMA.  

0.1.4 LKMA

   They may be produced with core LKMA aggregators or with active LKMS, integrated in LKMS library or working remotely. 

   The produced but not prepared LKMA may be saved in the TELOS LKMA library or exported at a remote location. 

   After the preparation phase (creation of new instances, adaptation, activation) they became core integrated or remote activated LKMA. 

   Every LKMA instance may be used to a certain number of LKMA instance sessions, working autonomously or in cooperation with the corresponding LKMS.

0.1.5 LKSP

    The session use of an LKMA instance may produce some data, traces, documents (or even learner aggregates) that compose a LKSP aggregate, used in the LKMA exploration or, at a later moment, by a LKSP analyzer.

0.1.6 Service clients

   They give to any TELOS participant the possibility to ask or to receive services from a core, a product system or user, another participant connected with a TELOS service client or an external system or user. 

0.1.7 External System

   The external requestor or provider systems are not parts of TELOS, but they may incorporate TELOS compliant agents- giving them the possibility to ask or to receive services.   

0.2 TELOS operations 
0.2.1 Aggregation processes


   The central TELOS process is the aggregation: composing complex entities from parts (objects, users, operations, other aggregates). 

   It may have various forms: grouping, integration, orchestration.

   It may have five phases: preparing the composition, composing, preparing the use, using and producing results, analyzing the results and imply aggregation actors: assistant, composer, explorer, guide, analyst.

   It may produce core modules and resources, LKMS, LKMA and  LKSP. 

0.2.2 Core extension and administration  

   An engineer may modify some core elements, producing a new TELOS core version, that an administrator may parameterize. For example, the intended composition of a new LKMS may impose some core modifications.

0.2.3 Core use and LKMS construction and preparation


   The composition of a new LKMS is done by a educational technologist with the core LKMS editors, as a specialization of a project (collection, fusion, function) type aggregation.  . 

   As a complex composed class aggregate, the LKMS must be prepared (instantiated) for use (installation, activation and adaptation) by an administrator. 

0.2.4 LKMS use and LKMA construction and preparation

   The specialized aggregation formula of a LKMA depends on the LKMS used by the LKMA designer 

   After the composition of a LKMA class, an administrator must prepare  a LKMA usable instance.

0.2.5 LKMA use and LKSP construction and administration

   The use of LKMA instances by learners, supported by facilitators, is the main goal of the TELOS cascade. 

   The results of the instructional process may be used in-session or placed in a LKSP (learning and knowledge session products) for later analyzes.

0.2.6 TELOS actor services


   A TELOS participant, using a TELOS service client or a product aggregate, or an external partner- may ask or receive an educational service from a core or product system or from another participant (partner).

   These remote "actor services" form the connecting role of TELOS 

0.2.7 Kernel operations

   The kernel controller realize the system agent deployment, the kernel connector manage the user agent deployment, and the kernel coordinator govern the communication between the active agents representing (interfacing) the actors.

0.3 TELOS actors

0.3.1 Aggregate abstract roles

- Assistants: Prepare the composition assisting tools and assist the composers 

- Composers: realize the aggregation, obtaining an aggregate class  

- Managers: prepare aggregate explorable instances 

- Explorers: use the aggregate, producing results 

- Guides: support the aggregate explorers 

- Analysts: analyze the aggregation products

0.3.2 TELOS categorized participants

- 1(Core) Engineers: compose new core versions

- 2 (LKMS) Technologists: compose LKMS

- 3 (LKMA) Designers: compose LKMA

- 4 Learners: use LKMA to learn

- 5 (Learning) Facilitators
: support the LKMA learning users


- 6 (core, LKMS, LKMA, LKSP) Administrators: prepare operations (adapt, install, instantiate, activate, analyze) 


- 7 (service) Participants: TELOS users, asking or receiving instructional services without using a TELOS product 

- 8 (external) Partners: non - TELOS users, asking or receiving instructional services

0.3.3 Object (system) actors

   Every TELOS system may act as an actor in a service scenario.

-1 kernel

-2 Core





-3 LKMS


-4 LKMA





-5 LKSP

-6 TELOS service client

-7 External system

0.3.4 User agents

   Every TELOS user may have a specialized agent optimizing his communication with the other actors 

- u1 (Core) Engineer agents



- u2 (LKMS) Technologist agents

- u3 (LKMA) Designer agents

- u4 Learning facilitator agents



- u5 Learners agents

- u6 Administrator agents

- u7 (service) participant agents

- b7(n) Partner agents

0.3.5 System (object) agents

   Every TELOS system may have a specialized agent optimizing his communication with the other actors.

-s2 Core agent





-s3 LKMS agent 


-s4 LKMA agent





-s5 LKSP agent

-s6 TELOS agent

-s7 External system agent
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Introduction
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Figure 3: TELOS Aggregation process – Initial

   The aggregation is the central process of TELOS extension chain. It may be used for composing and exploring KRASC core resources or TELOS product compositions (LKMS, LKMA, LKSP). In these particular contexts, the aggregation abstract roles (composer, assistant, explorer, guide, manager, analyst) are played by various TELOS actors (engineers, technicians, designers, learners, facilitators, administrators).

  The aggregation consists in forming a global coherent entity from included component resources. We may have of a thin aggregate (the declaration layer), a fat aggregate (adding the aggregated items layer) or a heavy aggregate (adding the manipulators layer) all having a more or les complete KRASC structure.

The aggregation process may be done:

By grouping: forming a group (set) of resources selected by some useful criteria (goal, owner etc)

- From documents and tools: object groups (collections)

- From persons- user groups (categories)  

- From persons and objects: resources groups (spaces)

- From other component groups: group groups (meta-groups)
By integration: organizing a system of inter-cooperating resources, acting as a coherent whole 

- From documents and tools: object systems (fusions) 

- From persons: person systems (teams) 
- From persons and objects: resources systems (projects)
- From other systems: system –systems (meta-systems)

By coordination (orchestration) : a process oriented aggregation, based on an orchestration  model, coordinating the "participant" resources

- From documents and tools: object orchestration (programs, flowcharts) 

- From persons: person orchestration (workflows) 

- From persons and objects: resources orchestration (functions)

- From other orchestrations:  meta-functions

 We may encounter 5 phases in the aggregation life cycle: the preparation of the composition, the composition of a class (model) aggregate, the preparation of the execution instances, the execution of session instances, the analyze of the session results.

Details
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Figure 4: TELOS Aggregation process – Details

A  Prepare design phase (assistant)

   Before launching a composition phase, some operations may enrich the aggregation context (new editor tools, parameterization of some tools, edition of composition support etc. This preparation of the future editor tools being  a composition process, it may be resolved by a higher level aggregation (for example an aggregated meta- function can coordinate the aggregation of some functions) 

1.1 Adapt editors (meta-design)

    Add new aggregate editors or parameterize the existing ones, to facilitate the intended compositions. 

1.2 Prepare meta-support 

   Create a support part for managing a particular type of aggregation process.

B Design phase (designer and assistant)

   The composition of a thin aggregate, fat aggregate or heavy aggregate, having a more or less complete KRASC structure, based on various aggregation principles: grouping (collections, categories, meta- groups etc), integrating (fusion, teams, projects etc), orchestrating (flowcharts, workflows, functions etc.).

a Designer operations

1.3 Compose A part

1.3.1 The essential part of any aggregate is the definition of the aggregate structure, forming the A part of the declaration layer. A thin aggregate do not contain other A layers.

1.3.2 The designer of a "fat aggregate" can add some sub-aggregates to the component (items) layer of the aggregate package. It is a recursive procedure:  every sub-aggregate may have his own composition process and structure.    

1.3.3 The designer of a "heavy aggregate" can add to the package some aggregate manipulators- to provide aggregate use autonomy. 

1.4 Compose K part

1.4.1 An aggregate may be enriched with some form of semantic indexation (knowledge references), forming the K part of the declaration layer. A thin aggregate do not contain other K layers.

1.4.2  The designer of a "fat aggregate" can add to the component (item layer) some knowledge reference documents (used for the semantic indexation). 

1.4.3 The designer of a "heavy aggregate" can add to the package some knowledge data manipulators (viewers etc) - to provide aggregate use autonomy. 

1.5 Find the selected resources: 

   Before connecting the resources (tools, documents, services, users, aggregates, TELOS products) that will form the aggregate, the designer may use the TELOS find services, using the core resource retriever operating on the triple indexed TELOS repositories (domain, technical, administrative aspects)

1.6 Compose R part 

1.6.1 An aggregate may be enriched with some details (descriptors, pointers) about the connected resources, forming the R part of the declaration layer. A thin aggregate do not contain other R layers.

1.6.2  The designer of a "fat aggregate" can add (include) some component resources : embed objects or interfaces to objects. It is the main aspect of a fat aggregate. 

1.6.3 The designer of a "heavy aggregate" can add to the package some resources manipulators- to provide aggregate use autonomy. 

1.7 Compose S 

1.7.1 An aggregate may be enriched with some form of support definition, forming the S part of the declaration layer. A thin aggregate do not contain other S layers.

1.7.2 The designer of a "fat aggregate" can add to the component (item layer) some documents containing support data and rules. 

1.7.3 The designer of a "heavy aggregate" can add to the package some support manipulators (matchers, advisers, etc.) to provide aggregate use autonomy. 

1.8 Compose C part

1.8.1 An aggregate may be enriched with some form of control definition (for example cooperative exploration rules), forming the C part of the declaration layer. A thin aggregate do not contain other C layers.

1.8.2 The designer of a "fat aggregate" can add to the component (item layer) some documents containing control data and protocols. 

1.8.3 The designer of a "heavy aggregate" can add to the package some control manipulators (coordinators etc.) to provide aggregate use autonomy. 

1.9 Mark composition annotations

   The composer may mark his advancement or make some other annotations about the composition process, not included in the final aggregate but observable by the same or other composition sessions.   

1.10 Produce composition traces 

   If the aggregate composer (or the controller that this editor uses) have interception facilities, the system produces composition traces, that can be added to the composition actors notes.  

1.11 Receive support

   The support may be based on the direct observation of: the composition shared activities, the composer notes and the aggregator traces.

   It may consist on the in-session and off-session intervention of the observing assistant or on another prepared support tool.

   If the composition activity use a "composition support aggregate" (for example, a meta-function) it can be treated as an execution phase of the support aggregate (see phase D). We will speak about exploring cooperatively the meta-aggregate.  

1.12 Test the aggregate (see the exploration phase)

   At various moments, the composition actors may want to see the effects of their editing.  The aggregate testing is a specialization of an aggregate execution process. The testing has some interesting particularities: it must work on "aggregate instances" defined for imaginary user contexts!    

1.13 Save for a later composition session 

   The composition process may be suspended for being resumed in new composition sessions. 

   In the case of the cooperative composition, a user may leave a session continued by another composition actor. 

1.14 Load from a previous composition session 

   A saved composition may be resumed in new composition sessions. 

   In the case of cooperative composition, a user may join a session opened by another composition actor. 

1.15 Publish the aggregate

   When an aggregation process is finished, the composer may add the new composition to the appropriate class-aggregate library.  It becomes a source for creating aggregate explorable instances. 

b Assistant operations

1.16 Give composition support

   The composition may imply assistant actors, working synchronously or asynchronously.   Seeing the composition activity as a use of a "composition support aggregate" (for example, a meta-function) the support can be treated as in an execution phase (see phase D). We will speak about: observing, guiding, evaluating and replacing the aggregate composer, eventually by exploring cooperatively the composition support meta-aggregate.  

C Prepare use phase (manager)

   The aggregate classes are re-usable structural models with a certain degree of flexibility in the class instantiation. An aggregate manager may define particularizations of every executable instance, adapting it to the context of the instance use. 

   As any procedure, a (cooperative) aggregate preparation may be driven by a "preparation meta-aggregate" composed previously.    

1.17 Chose a saved class aggregate (model) for preparing an instance

    The aggregate manager may use a specialized management tool, working with the aggregate library (containing the class, instance and results sections of the aggregates). 

    He begins by choosing a class, usable as an instance generation support.  

1.18 Declare a new aggregate instance in preparation phase

    He declares any new aggregate instance, based on a chosen class. Once declared, an instance may be edited, in a chain of instance preparation sessions. 

1.19 Make adaptations to the context of use

    The amplitude of the adaptation process depends on the flexibility foreseen by the aggregate composer. In some cases, the possible modifications may be minimal (the class "aggregate" is already fine tuned). In other cases, the modifications may be profound, continuing the class composition process at the instance level.  

1.20 Concretize some instance resources (documents, tools, participants)

   The must natural instance preparation act is the concretization of some abstract defined class resources to contextual instance resources (participants, tools, documents etc.).  

   In fact , the concretization process may be distributed between the composing, preparing and using phase, conforming to various strategy  organization (life cycle modes). 

1.21 Suspend (leave) for a later instance preparation session

   The preparation of an instance may be suspended for be continued at a later session.

   In the case of a cooperative preparation, a manager may leave a session continued by another preparation actor. 

1.22 Load from later preparation session

   A saved in-edition instance may be resumed in new preparation sessions. 

   In the case of cooperative instantiation, a user may join a session opened by another preparation actor. 

1.23 Activate the aggregate instance for execution 

   When an instantiation process is finished, the manager "close" the instance editing chain and activate the instance for execution. For some types of aggregates, this step may imply a "compilation" producing an "executable" (active) instance. 

D Use phase

   Once activated, an instance aggregate may be used by the actors stipulated in his definition. The specified participants will perform (cooperatively) their allocated (recommended, allowed) operations, exploring the aggregate, using the component resources and producing use results.  Sometimes, the final concretization of some actors and resources is done (for the "run-time" flexibility) in the exploration phase.   

   The exploration of a thin instance aggregate will use the declaration layer to retrieve the component resources placed in some TELOS library and then, to use them with the help of an appropriate manipulator activated by the resource controller (object controller and user connector). 

   The exploration of a fat aggregate will use the resources placed in its item layer. 

   The controller working for of a heavy aggregate will use the manipulators placed in the manipulator layer instead of implying appropriate LKMS tools.

a explorer operations

1.24 Open (resume, join) an instance aggregate

1.24.1  Find 

   Any user must connect to an active instance, before beginning an execution session. To this aim, he can use the resource retriever having his access to this type of resource restricted by the technical and administrative conditions (explicated in the aggregate instance declaration). He can also use the Aggregate manager, specialized in working with the aggregate library (instance and traces sections)  

1.24.2  Open

   The user (explorer or guide) witch starts the first session of an active aggregate instance, open this instance execution chain.    

1.24.3  Resume

   If a user wants to continue the exploration chain of a suspended instance, he must resume the instance, opening a new session. 

1.24. 4 Join

   A user may join a cooperative exploration of an already active session (currently used by other users).

1.25 Explore  the aggregate

   The main role of an aggregate is to facilitate the exploration of the grouped (integrated, orchestrated) resources (tools, documents, users etc)  

   The exploration cascade is more or less free, depending of the aggregation principle. 

   In orchestration aggregations (functions, etc.) the operation flow is governed by the procedural model to reproduce. 

   In grouping cases (collections etc), the exploration have the largest freedom, allowing emergent operational chains (eventually generating post-session procedural models)

   In integrating aggregations (fusion, projects etc.) the exploration has limitations imposed by the component relationships 

1.26 Cooperate with other instance participants

   The cooperative exploration may allow the sharing of aggregated entities (objects, users, activities) by the actors of an aggregate instance. It is organized as in a CSCW application, using the C aggregate layer – which provides instance floor control protocols for actors cooperating in the same or different sessions.  

1.27 Receive support

     The explorer may use the support prepared in the S part of the aggregate (edited help, exploration aware advices, aggregation equipment with supporting tools, run-time matching with support resources etc.), or delivered "on the fly" by the supporting session or instance partners (co-explorers or guides).  

1.28 Concretize some session resources

   An instance user may concretize some resources (documents, tools, partners). These "instance time concretizations" allow the last adaptation of the aggregate to the context of this actual use. It also may be a mechanism for sharing instance produced objects.  

1.29 Use the connected resources

   After facilitating the retrieving of a component resource (tool, document, service, user communication), the aggregate may ease its use, with help of the resource controller doing various services: access negotiation, download, installation, decoding, on the fly dependences solving, actions interception and logging, scripted events injection, inter-resources parameter propagation, concurrent use solving, Q.O.S. adaptations etc.

1.30 If the resource is an editor, compose a user product

  An explorer of an aggregate containing composition facilities may construct session resources ( documents, aggregates, aggregators) that will enrich the aggregate product layer.   

1.31 Make notes about exploration

   The explorer may declare explicitly his advancement and make related annotations. These "notes" will complete the compositions, interceptions and guides evaluations- forming the aggregate session "results".

1.32 Produces traces 

    The aggregate executors and the resource controller may intercept some user actions (depending on the declared supervision ethic). These "interceptions" may be used by the user observing his own advancement in the same or previous sessions, by a session or instance partner  or by a result analyst. 

1.33 Learn

    The main output for educational aggregate use (some learning by doing occurs even if the exploration has not a learning explicit goal)

b Guide operations

   They may act as planned actors, in the same session as the supported learners or in other sessions of the same aggregate instance. 

1.34 Observe execution

   Any support activity (planned or launched by a service request) may begin with the observation of the previous instance activities (in the current open sessions or closed sessions of the same instance, or even of some other instances of the same aggregate).

   This observation depends of the awareness possibilities offered by the aggregate cooperative explorer: perceive the partner presence and acts; see the actor notes, the trace interceptions, and the produced resources. 

1.35 Guide the execution

   The supporting (session or instance) partner uses the communication possibilities of the cooperative executor to guide the explorer in his activities (by synchronous and asynchronous messages).

1.36 Execute some operations

   Some support may consist in actions beyond the simple message delivery: executing some operations, adapting some parameters, preparing some conditions etc.

1.37 Make notes and evaluations

   The supporting actor may make observations about the learner (and eventually his own) activities. He also may evaluate the learner competence or modify some K part data, according to his institutional mandate.

c Explorers and guides operations

1.38 Save the exploration results 

   The instance exploration results (traces, notes, compositions, evaluations) may be used in the producing exploration session or saved for later use (other sessions or the analyze phase). They compose the "results" section of the aggregates library.  

1.39 Close (leave, suspend) an exploration session

1.39.1 Close

   The user (explorer or guide) or facilitator) witch considers that the instance execution chain is completed, declares the closure of the instance. Only the view facilities remain available, for example as a expressive way for observing instance results (LKMS exploration tool).     

1.39.2 Leave

   A user may leave a cooperative exploration of an active session that is continued by other active users. 

1.39.3 Suspend

   An actor may suspend an instance session, if he is the only active user and he decides to quit the current exploration.  

E Analyze phase

1.40 Load exploration results 

   The data (traces, annotations, documents, products) resulted from an instance exploration chain (closed or not) may be accessed for analyze. 

1.41 Analyze exploration results

    The result being a layer of the aggregate pyramid (class, instance, results) the data analyst may use the view facilities of the aggregate explorer, working on a closed instance.  

    Some other data analyze tools may also be used. 

1.42 Make evaluations and change propositions

   The results analyst may produce some documents reflecting his conclusions (reports, statistics, change requests etc).  

1.43 Modify aggregate class according to instance observations

   After a certain instance use experience, the B phase may be resumed on a saved aggregate class, obtaining a new aggregate or a an aggregate version.  

2 Core extension and administration

Introduction
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Figure 5: Core extension and administration initial

      The TELOS core engineers access the core modification operations with the help or their agents connected by the kernel to the user accounts database. 

   They can modify the main library (main manipulators and data, or KRASC systems present in the main resources library), the product libraries, the TELOS clients. They cannot modify the TELOS kernel (user connector, object controller, coordinator, agents)

     A core administrator can also manage the content of the main library or of the product library.

   This activity can be also viewed as a LKMS composition preparation (see the aggregation cascade). 

Details
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Figure 6: core extension and administration details
A Engineer operations

2.1 Modify core library structure

   The core library is also an aggregate, having eventually a structural description and a modular content. It may be modified big care to the reverse compatibility.

2.2 Modify core knowledge part

2.2.1 Modify core knowledge manipulators

a. Modify ontology editors, viewers and indexers

b. Modify conceptual maps editors, viewers and indexers

c. Modify librarian cataloguing and indexing tools

- etc.

2.2.2 Modify core knowledge referential documents. 

   The knowledge referential space is organized as ontologies, conceptual graphs, taxonomies, index systems. 

   The modification of a reference document should protect (recalculate) the existent semantic references (the resources already indexed).

a. Modify core domain reference

b. Modify core technical reference

c. Modify core administrative reference

2.2.3 Modify K part of a KRASC system

   Some core KRASC systems (present in the core resources or aggregate library) may have a K part (with declaration, components, and manipulator layers and class, instance and results form) that must be modified.

2.3 Modify core resources part

2.3.1 Modify core resource manipulators

    This profound modification should be done respecting the compatibility (to can manage the old resources with the new version of the manipulators)

a. Modify core user manipulators

b. Modify core tools manipulators

c. Modify core documents manipulators

d. Modify core services manipulators

2.3.2 Modify the core resource's library 

   That may affect the real objects (if they are embedded in the repository) or only the object's markers: pointers, metadata descriptions and interfaces. The modification should protect (resolve) the existent dependencies (aggregates containing an old resource etc.). 

a. Modify user accounts,

b. Modify tools repository (objects, pointers, metadata, interfaces)  

c. Modify documents repository, (objects, metadata)

d. Modify services catalogues 

2.3.3 Modify R part of a KRASC resource (class, instance, results)

   Some core KRASC systems (present in the core resources or aggregate library) may need modifications of their resource part (with declaration, components, and manipulator layers- and class, instance and results forms).

2.4 Modify core aggregates part

2.4.1 Add aggregation type

   Some new type of aggregators may be added, in the main library, to the existent ones(collection, function, fusion or project). 

2.4.2 Add aggregators

   Some new aggregators (of the collection, function, fusion or project type) may be added to the main library, observing the metabolic conformity with their type.

2.4.3 Modify aggregator

   Some part of an existent aggregator (the editor, the explorer or the manager) may be modified, resolving the compatibility with the aggregates already composed with the older version of the aggregator

a.Modify a collection aggregator

b Modify a fusion aggregator

c Modify a function aggregator

d Modify a project aggregator

etc 

2.4.4 Modify core aggregates 

   Some core aggregates can be added or modified, protecting any dependent system (linked LKMS etc). 

a. Modify a collection aggregate

b Modify a fusion aggregate

c Modify a function aggregate

d Modify a project aggregate

e Modify A part of a KRASC resource (class, instance, results)

2.5 Modify core support part

2.5.1 Add types of support

   Some new types of supporter tools may be added to the main library. 

2.5.2 Add support tools

   Some tools of the existent type (helper, adviser, matcher etc) may be added to the main library, observing the conformity with their type. 

2.5.3 Modify support tools

   Some supporter tools from the main library may be modified, but resolving the compatibility with the support already composed for the older version of the supporter.  

a. Modify a helper tool

b. Modify an adviser tool

c. Modify a matcher tool

2.5.4 Modify core support data

   Some core support documents (rules data etc) of the main library may be added or modified but resolving the compatibility of this support with already linked LKMS and LKMA.

a. Modify help data

b. Modify advise data

c. Modify matching data

2.5.5 Modify S part

      Some core KRASC systems (present in the core resources or aggregate library) may need modifications of their support part (with declaration, components, and manipulator layers- and class, instance and results forms).

2.6 Modify core control part

2.6.1 Modify C manipulators

   Modify control mangers from the main library. 

2.6.2 Modify C items

   Modify control data (protocols etc) in the main library 

2.6.3 Modify C parts

   Some core KRASC systems (present in the core resources or aggregate library) may need modifications of their control part (with declaration, components, and manipulator layers- and class, instance and results forms).

2.7 Modify product libraries structure

    Any modification of the organization of a product library should preserve the capacity to manage an old product.

2.7.1 Modification of the LKMS library structure

   May ameliorate the management of the embedded (thin or fat, saved or active) LKMS 

2.7.2 Modification of the LKMA library structure

   May ameliorate the management of the embedded LKMA (thin , fat or heavy; class or instance,   saved or active) 

2.7.3 Modification of the LKSP library structure

   May ameliorate the management of the embedded LKSP: thin (traces, user edited data and documents) and fat (user composed aggregates)

2.8 Modify TELOS clients

   When a new version of TELOS core is produced, with some additional core services, it is possible that the TELOS clients be also modified accordingly. 

B Administrator operations

   The core administrators have some modification possibilities, performing evolving adaptations to the TELOS use necessities.    

2.9 Manage main system library

  Parameterize a new core module or a KRASC system included into the main resource or aggregates library. 

2.10 Manage the product libraries content 

   Adding, eliminating or adapting a product (LKMS, LKMA, LKSP) saved or integrated into the product libraries. 

3 Core use and LKMS construction and preparation

Introduction
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Figure 7: Core use and LKMS Construction and preparation - Initial

   The TELOS technicians (for example an educational technologist) and administrators access the LKMS construction, modification or preparation operations with the help or their agents, connected by the kernel to the user accounts database.

   The technicians may construct a LKMS that will be saved in the TELOS LKMS library (for a later construction session) or that will be exported, for an external continuation of the construction process. 

   The use of the core for obtaining an LKMS may have two aspects:

- Extract and parameterize some core modules that will be included in the LKMS (re-use K, R, A, S, C manipulators and components) 

- Use some specialized LKMS editing modules (aggregators, resources, support etc) in the LKMS construction process.
   As any aggregate, an LKMS may have layers for declarations, components and component manipulators.   

   The declaration layer is sufficient for a thin LKMS witch, being embedded in the core LKMS library  will find all the necessary parts in the core library. 

   A fat LKMS is less dependent of core modules, because his components are LKMA aggregators. The R and A parts of the component layer will generally contain LKMA managers: editors and explorers (for the fabrication of autonomous LKMA) or only manager clients (for the fabrication of linked LKMA). These manager systems may have a complete KRASC structure. The K, S, C parts of the LKMS component layer contains reference documents about knowledge, support and control.

   The LKMS general manipulator layer is necessary only if the aggregation used for the LKMS as a whole needs a special global explorer, not present in the LKMA aggregators library. This will allow the construction of  (heavy) LKMS. 

  This presentation suppose a specialized project –type for the LKMS aggregate. Other LKMS cases may use various aggregation principles (collections, functions) and have a simplified structure, depending of the necessities. This variable geometry is the purpose of using the LKMS in the production cascade. 

   When the construction process is considered finished, the LKMS pass in preparation phase.  The administrator may begin the adaptation to the context of LKMS use. This phase may consist of a chain of preparation sessions producing an active LKMS working in the core library context (integrated) or remotely. 

   We may envision the case of a delivered but still core dependent LKMS. This "linked" LKMS works at distance, calling some core services, with the help of the agents connected by the kernel.

  It is possible to modify an active LKMS, but in this case we must resolve the existent dependencies (LKMA and LKSP based on the older version).
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 Figure 8: Core use and LKMS Construction and preparation - Details

A Compose LKMS

a Technician operations

   The LKMS composition can be managed as an aggregate composition  (see chapter 1). Therefore we can encounter operations as finding components, making notes, producing traces, receiving help etc. But we will consider here only the main specific aspects.  

3.1 Organize A part

3.1.1 Define the A part of the global LKMS declaration layer 

3.1.2 Add the A part of the LKMS components layer:  LKMS sub-aggregates (eventually LKMA aggregators): 

a- LKMA aggregators (usable in autonomous LKMA) or aggregator clients (usable in linked LKMA) 

b- a library of LKMA pre-fabricated aggregates 

c- the A part of some of the KRASC systems present in the LKMS resources or aggregates library 

3.1.3 Add aggregate manipulators (for heavy LKMA)

   As any aggregate, a "heavy LKMS" may have some global LKMS specific manipulators (if they are not already present in the LKMA aggregators library equipping  the LKMS component layer). 

3.2 Organize K part 

3.2.1  Define the K part of the global LKMS declaration layer 

3.2.2  Add the K part of the LKMS components layer:  

a- LKMA knowledge manipulators (usable in autonomous LKMA) or manipulator clients (usable in linked LKMA) 

b- the LKMS global knowledge reference documents (usable in LKMA K documents) 

c- the K part of some of the KRASC systems present in the LKMS resources or aggregates library 

3.2.3 Add  global K manipulators 

   A "heavy LKMS" may have some global K manipulators (if they are not already present in the K manipulators library- equipping the LKMS component layer). 

3.3 Organize R part

3.3.1 Define the R part of the global LKMS declaration layer 

3.3.2 Add the R part of the LKMS components layer:  

a- resources manipulators (usable autonomous LKMA) or manipulator clients (usable inlinked LKMA) 

b- the LKMS resources library (usable in the LKMA construction)

c- the R part of some of the KRASC systems present in the LKMS resources or aggregates library 

3.3.3 Add  global R manipulators 

   A "heavy LKMS" may have some global R manipulators (if they are not already present in the R manipulators library- equipping the LKMS component layer). 

3.4 Organize S part

3.4.1 Define the S part of the global LKMS declaration layer 

3.4.2 Add the S part of the LKMS components layer:  

a- Support manipulators (usable in autonomous LKMA) or manipulator clients (usable in linked LKMA) 

b- the LKMS support documents (rules etc) library (eventually usable in the LKMA construction)

c- the S part of some of the KRASC systems present in the LKMS resources or aggregates library 

3.4.3 Add  global S manipulators 

   A "heavy LKMS" may have some global S manipulators (if they are not already present in the S manipulators library- equipping the LKMS component layer). 

3.5 Organize C part

3.5.1 Define the C part of the global LKMS declaration layer 

3.5.2 Add the C part of the LKMS components layer:  

a- control manipulators (usable in autonomous LKMA) or manipulator clients (usable in linked LKMA) 

b- the LKMS control documents (protocols etc) library (eventually usable in the LKMA construction)

c- the C part of some of the KRASC systems present in the LKMS resources or aggregates library 

3.5.3 Add  global C manipulators 

   A "heavy LKMS" may have some global C manipulators (if they are not already present in the C manipulators library- equipping the LKMS component layer). 

3.6 Note, produce traces and receive support 

a. The technician may annotate his construction activity

b The LKMS constructor used in the composition process may intercept and save some composition activity traces.  

c The LKMS composition activity, observed directly or by traces may be supported by systems (for example metafunctions) or by specialized actors (for example by assisting engineers).

3.7 Save LKMS in construction in the LKMS library or export it to an other location 

   A LKMS in construction may be saved in the LKMS core library or exported to another location. 

   As for any other aggregate composition, the LKMS construction may be done in several sessions, the technician suspending or resuming the composition cascade. 

   If the composition is cooperative, we may speak about leaving a session continued by another technician.  

3.8 Load LKMS in construction for further modifications 

   A saved LKMS construction may be resumed in new composition sessions. 

   In the case of cooperative design, a user may join a session opened by another actor. 

b Assistant engineer operations

3.9 Give LKMS construction support

   The composition may imply assistant engineers, working synchronously or asynchronously.   Seeing the LKMS composition activity as a use of a "LKMS composition support aggregate" (for example, a meta-function) the support can be treated as in an execution phase (see phase D). We will speak about: observing, guiding, evaluating and replacing the LKMS composer, eventually by exploring cooperatively the LKMS composition support meta-aggregate.  

B Prepare (adapt) LKMS for host installation

   The LKMS classes are re-usable structural models with a certain degree of flexibility in the class instantiation. The LKMS administrator may define particularizations of every executable LKMS instance, adapting it to the use context. This can be done in one or many LKMS instance preparation sessions. As any procedure, a (cooperative) LKMS instance preparation may have place eventually driven by a "LKMS preparation meta-aggregate" composed previously.    

3.9 Chose a saved (exported) LKMS class for preparing an instance

   The LKMS administrator begins by choosing a LKMS class, usable as an instance generation support.  

3.10 Prepare the LKMS

   He may adapt the LKMS for integrate or remote activation, and then install it in the use context.

3.11 Activate the LKMS 

   Finally the LKMS instance is activated, for working in integrated or remote (linked or autonomous) modes

4 LKMS use and LKMA construction and preparation

Introduction
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Figure 9: LKMS Use and LKMA Construction and preparation – initial

   The TELOS designers (for example an educational author) may use an integrated or remote LKMS (or even a core LKMA constructor) to compose a LKMA class (learning and knowledge management application) that can be placed in the TELOS LKMA library (saved class), in the remote LKMS library (remote class) or be delivered separately (autonomous class). 

   The "thin" LKMA (containing only the declaration layer) will function in connection with the supporter LKMS (or core module) that contain the necessary aggregate explorers. A "fat" LKMA contains also data in the component layer (knowledge referential, embedded resources, sub-aggregates, support and control documents). But it may be also possible to produce heavy (autonomous) LKMA that contains also the necessary manipulator modules, extracted from the corresponding LKMS or core manipulators layer.

   The "class" form of an LKMA is only a model that may be reproduced with some adaptations and concretizations to produce LKMA- instances. This is the task of the LKMA administrator.    Declaring new instance preparation chains, he will produce a final form that can be activated as an integrated, remote or autonomous active LKMA instance.

   The designers access the LKMA construction or preparation using their agents, connected by the core kernel (or the correspondent LKMS controller) to the core user accounts database (or to the LKMS user accounts database).
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Figure 10: LKMS Use and LKMA Construction and preparation – Details

A Use core or LKMS to compose or modify thin fat or heavy class LKMA

   The central part of an LKMA is his structure definition (A declaration part). It may consist in only one aggregate definition (conforming to the collection, fusion, project, function or other aggregation types), or in a recursive cascade of aggregate definitions (for example a collection of function aggregates) 

a Designer operations

4.1 Compose part A

4.1.1 Define the A part of the LKMA declaration layer (the aggregate structure, for thin LKMA) 

4.1.2 Add the A part of the LKMA components layer:  sub-aggregates (for fat LKMA)

4.1.3 Add sub-aggregate manipulators (for heavy autonomous LKMA) or aggregator manipulator clients (for heavy linked LKMA) 

4.1.4 Compose the A part of some KRASC systems present in the resources or aggregates library

4.2 Compose part K 

4.2.1 Define the K part of the LKMA declaration layer: knowledge indexing (for thin LKMA) 

4.2.2 Add the K part of the LKMA components layer: knowledge referential (for fat LKMA)

4.2.3 Add K manipulators (for heavy autonomous LKMA) or K manipulator clients (for heavy linked LKMA) 

4.2.4 Compose the K part of some KRASC systems present in the resources or aggregates library

4.3 Compose part R

4.3.1 Define the R part of the LKMA declaration layer (for thin LKMA) 

4.3.2 Add the R part of the LKMA components layer: resources library (for fat LKMA)

4.3.3 Add R manipulators (for heavy autonomous LKMA) or R manipulator clients (for heavy linked LKMA) 

4.3.4 Compose the R part of some KRASC systems present in the resources or aggregates library

4.4 Compose part S

4.4.1 Define the S part of the LKMA declaration layer: support declaration (for thin LKMA) 

4.4.2 Add the S part of the LKMA components layer: support documents (rules) and agents (for fat LKMA)

4.4.3 Add S manipulators (for heavy autonomous LKMA) or S manipulator clients (for heavy linked LKMA) 

4.4.4 Compose the S part of some KRASC systems present in the resources or aggregates library

4.5 Compose part C

4.5.1 Define the C part of the LKMA declaration layer: control declaration (for thin LKMA) 

4.5.2 Add the C part of the LKMA components layer: control data (protocols) and agents (for fat LKMA)

4.5.3 Add C manipulators (for heavy autonomous LKMA) or C manipulator clients (for heavy linked LKMA) 

4.5.4 Compose the C part of some KRASC systems present in the resources or aggregates library

4.6 Make notes

   The LKMA designer may annotate his activity (mark his advancement or make some other annotations about the composition process). This data is not includes in the final aggregate, but is observable by the same or other composition sessions.   

4.7 Produce traces

   The LKMS used in the composition process may intercept and save some composition activity traces.  

4.8 Receive composition support

   The LKMA composition activity, observed directly or by traces may be supported by systems (for example metafunctions) or by specialized actors (for example the technicians knowing the LKMS use).

4.9 Pack 

   After the composition of a thin, fat or heavy LKMS- some packaging operation may be necessary to facilitate the later manipulation of the aggregate.  

4.10 Save the LKMA in construction

  The LKMA composed package may be saved in the core library, placed in the library of the remote LKMS used to compose it, or exported in a separate location.   The composition process may be suspended for being resumed in new composition sessions. In the case of the cooperative LKMA composition, a user may leave a session continued by another composition actor. 

4.11 Modify aggregate

   Some saved aggregates may be modified in other composition sessions. 

4.12 Load a LKMA in construction for modifications

   The modification of a LKMA class begins with the load of the LKMA saved in the previous session.   In the case of cooperative composition, a user may join a session opened by another composition actor. 

b Technician assistant operations

1.13 Give composition support

   The composition may imply technician assistants, working synchronously or asynchronously.   Seeing the LKMA composition activity as a use of a "composition support aggregate" (for example, a meta-function) the support can be treated as in an execution phase. We can speak about: observing, guiding, evaluating and replacing the aggregate composer, eventually by exploring cooperatively the composition support meta-aggregate.  

B Use a LKMA class (model) to obtain an active instance

4.14 Open a LKMA –class (model) for preparing a LKMA instance

   The LKMA administrator may use a specialized management tool, working with the LKMA library (containing the class, instance and results sections of all the aggregates). He begins by choosing a LKMA composed class, usable as an instance generation support.  

4.15 Declare a new LKMA instance

    He declares any new LKMA instance, based on the chosen class. Once declared, an instance may be edited, in a chain of instance preparation sessions. 

4.16 Make the allowed adaptations (parameterizations) for LKMA use

    The amplitude of the adaptation process depends on the flexibility foreseen by the LKMS composer. In some cases, the possible modifications may be minimal (the class "aggregate" is already fine tuned). In other cases, the modifications may be profound, continuing the class composition process at the instance level.  

4.17 Concretize some context- resources (tools, users, documents) 

   The must important instance preparation act is the concretization of some abstract class-resources to contextualized instance- resources (participants, tools, documents etc.).  

   The concretization process may be distributed between the composing, preparing and using LKMA phase, conforming to various organization strategies (life cycle modes). 

4.18 Save the LKMA in an unfinished preparation state

   The preparation of an instance may be suspended for be continued at a later session.

   In the case of a cooperative preparation, a manager may leave a session continued by another preparation actor. 

4.19 Load an unfinished instance for continuing the preparation

   A saved LKMA instance may be resumed in a new preparation session. 

   In the case of cooperative instantiation, a user may join a session already opened by another preparation actor. 

4.20 Activate the prepared instance for execution in the context use (integrated or remote)

   When an instantiation process is finished, the manager "closes" the instance editing chain and activates the instance for execution. For some types of LKMA aggregates, this step may imply a LKMA "compilation", producing an "executable LKMA". 

5 LKMA use and LKSP construction and administration

Introduction


[image: image11.wmf]LKMA products= LKSP composition

K

R

S

A

K

R

S

A

K

R

S

A

1 TELOS Kernel

5

facilitators

4

learners

2 LKMS

library

2 LKMA

library

2 LKSP 

library

remote LKMS

remote LKMA

C

Integrated LKMS

C

C

integrated LKMA

Included thin LKSP 

5a 

LKMA use and LKSP construction and administration

-

initial

6d

LKSP

admin

Administrate

LKSP

K

N

O

W

L

E

D

G

E

S

R

E

S

S

O

U

R

C

E

S

A

G

G

R

E

G

A

T

E

S

U

P

P

O

R

T

2 TELOS core libraries 

Core system(n)

C

O

N

T

R

O

L

Use LKMA

(Compose LKSP)

Operate, learn

remote thin LKSP

learner 

documents

facilitator

notes

remote fat LKSP

remote heavy LKSP 

K

R

S

A

C

Included fat LKSP

learner data

Support and note

propositions

s2

s3

s5

s5

s4

compose

Remote TELOS implantation

learner 

compositions


Figure 11: LKMA use and LKSP construction and administration

   The end users of an integrated, remote embedded or autonomous activated LKMA instance are the learners and the facilitators that participate to LKMA "sessions" that compose an LKMA use chain. This activity may produce results not managed by TELOS (user knowledge, produced objects, delivered services etc). But is also possible that some LKMA session results (traces, annotations, learner documents, evaluations etc.) be declared by the participants or deduced by the observing TELOS agents (placed in the autonomous LKMA, in the sustaining LKMS, in the sustaining core or in the kernel).    

  These session results will form the Learning Knowledge Session Products ("thin LKSP" placed in TELOS LKSP library (integrated LKSP) or in the LKMA implantation context (remote LKSP).An instance participant can be added to an open cooperative session. He also may resume his participation in a new instance session, using the LKMS previously produced data.In some special cases, the used LKMA may behave like an authoring tool and the learning activities consist in the creation of some aggregates or even aggregators that will enrich fat LKSP or respectively heavy LKSP.

The learning actors access the session with the help of their agents, connected by the core kernel (or the controller of the LKMS(n)) to the core user accounts database (or to the LKMS(n) user accounts database).The user accounts database may also memorize some of the session results. 
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Figure 12: LKMA use and LKSP construction and administration – Details

A Operate (learner)

5.1 Find LKMA instance

   The learner begin an initiator session accessing an active LKMA instance, placed in the core (integrated case) in a delivered LKMS context (remote case) or in autonomous position (fat LKMA instance).

   If he resumes the use of an interrupted instance exploration, he will dispose of the corresponding LKMS saved data.

   An instance participant can be added to a cooperative session already opened by another instance partner

5.2  Explore LKMA instance

   The LKMA exploration depends on the aggregation formula and cooperative facilities.

   In the collection case, it may consist in choosing collection elements, according with some procedural indications. 

   In the fusion case the structural relations will reduce the learner freedom (and disorientation). 

   In the project case, every learner may dispose of special exploring interface, conforming to his project role.

   In the function case, the learner will be guided by the operational modeled flow.

5.3 Cooperate with session partners

  If the LKMA provides cooperation (synchronous and asynchronous) every participant will be helped in coordinating his activities with his partners acting in the same, previous or later instance sessions.

5.4 Receive support

  The executing learner may use the support prepared in the S part or delivered by the supporting session or instance partners.  

5.5 Concretize some instance resources

   Te LKMA instance user may concretize some resources (documents, tools, partner executors). These "instance time concretizations" allow the adaptation of the LKMA to the context of this actual use. It also may be a mechanism for sharing instance produced objects.  

5.6 Use resources and produce results (documents, aggregates, aggregators etc)

The main purpose of the LKMA is to facilitate the access to the resources implied in a particular application.  

The facilitation may consist only in the organization of a selective interface allowing the opening of a resource (tool, document, service, user communication). 

   Depending of the services offered by the TELOS controllers, it also may offer resource manipulation services (access negotiations, download, installation, decoding, on the fly dependence solving, action interception and logging, scripted events injection, inter-resources parameter propagation, concurrent use solving, Q.O.S. adaptations etc.).  

   Some resources (acting as editors) may produce results (documents, data) usable by another session (instance) operation or by an analyst observing the resulting LKSP. 

  A learner may be the constructor of a personal aggregate or aggregator (not dedicated to pedagogical use)

5.7 Produce intercepted traces  

   Some LKMS sustaining an LKMA session may intercept some user actions (depending on the declared instance ethic politic). These "interceptions" may be used by the user observing his own advancement in the same or previous sessions, by a session or instance partner (simultaneously or later connected), or by a LKSP analyst. 

5.8 Mark advancement and annotations

   The learner may declare explicitly his advancement and make related annotations. These "notes" will complete the "interceptions" and the "evaluations" forming the session "traces", essential part of the thin LKMS.

5.9 Learn

This cognitive operation is not managed explicitly by TELOS, but form his main goal and represent its organization key. 

5.10 Add aggregates to the LKSP pack

     Add the LKMA declaration and parts layer to obtain a "fat LKSP" depending directly on the corresponding LKSP (manipulator tools)    

5.11 Add  aggregators to the LKSP pack 

     Add the LKMA declaration and parts layer to obtain a "heavy LKSP" depending directly on the corresponding LKSP (manipulator tools). 

B Support (facilitators)

   They may act as planned actors, in the same session as the supported learners or in other sessions of the same LKMA instance. 

5.12 Observe LKMA use

   Any support activity (planned or launched by a service request) may begin with the observation of the previous instance activities (in the current open sessions or closed sessions of the same instance, or even of some other instances of the same LKMA).

   This observation depends of the awareness possibilities offered by the LKMA cooperative explorer: perceive the partner presence and acts, see the notes, the interceptions, and the produced resources. 

5.13 Guide LKMA use

   The supporting session or instance partner uses the communication possibilities of the cooperative LKMA explorer to guide the learner in his activities (by synchronous and asynchronous messages).

5.14 Execute some support operations

      Some support may consist in actions beyond the simple message delivery: executing some operations, adapting some parameters, preparing some conditions etc.

5.15 Make annotations and evaluations

   The supporting actor may make observations about the learner (and eventually his own) activities. He also may evaluate the learner competence or modify some K part data, according to his mandate.

C Manage instance sessions (learners and facilitators) 

5.16 Open instance execution

   The user (learner or facilitator) witch starts the first session of an active instance, open this instance execution chain.    

5.17 Close instance execution

   The user (learner or facilitator) witch considers that the instance execution chain is completed, declares the closure of the instance. Only the view facilities remain available, for example as a expressive way for observing instance results (LKMS exploration tool).     

5.18 Suspend the active session of an instance

   The learners or the facilitators may suspend an instance session, if they are the only active users and they decide to quit the current exploration.  

5.19 Resume a suspended instance in a new session 

   If a user wants to continue the exploration chain of a suspended instance he must resume the instance, opening a new session. 

5.20 Join an active session

      A user may join a cooperative exploration of an already active session (currently used by other users). 

5.21 Leave an active session

      A user may leave a cooperative exploration of an active session that is continued by other active users. 

D Analyze (results administrator)

5.22 Load LKMS data

    The data (traces, annotations, documents, products) resulted from an instance exploration chain (closed or not) may be accessed for analyze by a results administrator. 

5.23 Analyze LKMS data 

    It is possible that the data analyst uses the view facilities of the LKMA explorer, working on a closed instance.  

    Some other data analyze tools may be used. 

5.24 Produce observations and propositions

   The LKMS analyst mat produce some documents reflecting his conclusions (reports, statistics, LKMA or LKMS change requests etc).  

6 Actor services
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Figure 13: Actors services - initial
The TELOS actors connected as "participants" (using TELOS clients) or as "product users" (using TELOS products interfaces) may interact (exchange actor services) with TELOS partners (complied systems equipped with TELOS agents). 

They communicate using their agents (interfaces) via the KELOS kernel or with some delivered TELOS controllers (placed in autonomous LKMS or fat LKMA).

The actor services may be: 

- K part services (semantic indexation, translations, referential fusion etc) 

- R part services (find, obtain, adapt, annotate, use a resource etc.)     

- A part services (find, edit, manage, explore and analyze an aggregate)  

- S part services (edit or use some remote support)
Details
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Figure 14: Actors services - Details

    An external human actor may ask for a distant educational service (information, resource, action etc) directly (using his agent) or indirectly (using the agent of an external object that he uses). The kernel obtains the service from a distant delivery system, from a directly connected actor or from an actor connected to a delivery system. 

6.1 Internal service

    (see the A - red marked- examples)

    Connecting an internal requestor (human or object) with an internal provider (human or object).

    The requestor may use a TELOS client (as a participant) or a TELOS product interface (as a system actor). For example- a learner working on a remote LKMA interface, connected to a remote but active LKMS system. 

     The provider may be a human actor or a system (for example-a knowledge indexer working as a core service)

6.2 Imported service

   (see the B -orange marked- examples)

    Connecting a TELOS human or object requestor with a human or system external provider.

    The requestor may use a TELOS client (as a participant) or a TELOS product interface.  For example- a designer working on an integrated LKMS interface may ask some LKMA composition related services. 

    The provider may be an external human actor or a system.

6.3 Exported service

   (see the -C yellow marked- examples). 

Connecting an external requestor (human or system) with a TELOS human or system provider.

The requestor may use a connecting agent. The provider may be a human acting on a TELOS client (as a participant) or on a TELOS product interface, or a system service.  For example- an external requestor may obtain some resource management services from the core. 

6.4 Connection service

     (see the D- gray marked- example).

   Connecting an external requestor (human or object) with an external provider (human or object). The TELOS provides connection services to the external TELOS compliant actors (equipped with TELOS agents).  

7 Kernel services

Introduction
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Figure 14: Kernel services - Initial

All the TELOS actor operations are based on TELOS agent operations.  

The installation of an agent and the interconnection between the agents are resolved by the TELOS kernel and controllers. The user connector may equip a user with a direct user agent that will help the user to request and obtain a service from a remote user or object provider. He also may act on an object (system) interface that obtain a system agent from the object controller. The system agent transmits the request. The same situations may arise on the provider side. 

Details
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Figure 14: Kernel services - Details

7.1 Obtaining an human agent, from the user connector

   An user of 1-8 type (engineer, technician, designer, facilitator, learner, administrator, participant, partner) may ask for an adapted agent, using the user connector of the TELOS kernel or of an autonomous LKMS (fat LKMA) controllers.

7.2 Asking a service trough an human agent

   The human actor may ask (request) a service from a remote human or system actor trough his agent- acting as a human communication interface. 

7.3 Receiving a service trough an human agent

    The human actor obtains the requested service from a remote human or system actor trough his agent- acting as a human communication interface. 

7.4 Declaring a service trough an human agent

   The human actor disposed to deliver (synchronously or asynchronously) remote services may declare them using the human agent (interface)  

7.5 Delivering a service trough an human agent

   The human actor may deliver (synchronously or asynchronously) a service to a remote human or system requestor, using his agent as a human communication interface. 

7.6 Obtaining an object agent from the object controller 
  The human actor may also use a system object (core, LKMS, embedded LKMS, delivered LKMS, embedded LKMA, delivered LKMA, embedded LKSP, delivered LKSP, external system) that obtains an object agent from the object controller. 

7.7 Asking a service trough an system agent

   A system (manipulated by a human actor on his main interface) may ask (request) a service from a remote human or system actor, trough his system-agent, acting as a system communication interface. 

7.8 Receiving a service trough an system agent

   The system actor (manipulated by a human actor on his main interface) obtains the requested service trough his system-agent, acting as a system communication interface.  

7.9 Declaring a service trough an system agent

   The system (manipulated by a human actor on his main interface) disposed to deliver (synchronously or asynchronously) remote services may declare them using the system agent (interface)  

7.10 Delivering a service trough a system agent
The system actor (manipulated by a human actor on his main interface) may deliver (synchronously or asynchronously) a service to a remote human or system requestor, using his agent as a system communication interface. 

7.11 Connecting two agents
The human and system agents asking, obtaining, declaring or delivering mediated remote services are connected by the agent coordinator. 

8 Glossary of terms

Observation: These are the definitions of the terms presumed by this architectural framework presentation, used as a problem adapted vocabulary. They do not pretend at universal validity or to be considered automatically in the TELOS glossary.  

Aggregate: a global entity obtained by grouping, integrating or orchestrating his components

layers:  division of an aggregate structure, from abstract declarations to the real items and their manipulators 



- declarations: the abstract definition of the aggregate parts

- components: the aggregated items
- manipulators : the tools allowing the exploration of the components
parts: conceptual division, conforming to the role played in the aggregate morphology

- A: declarations, sub- aggregates and aggregate manipulators



- C: declarations, documents (protocols) and agents and control manipulators 



- K: declarations (semantic indexing), documents (reference) and knowledge manipulators
- R: declarations, actual items library and resources manipulators

- S: declarations, documents (rules) and agents and support manipulators

scale: results from the layer composition and determine the autonomy of use (integrated, linked, autonomous) 



- fat: contains declaration and components layer; the execution is based on remote manipulators



- heavy autonomous: contains all the layers; the execution is autonomous



- heavy linked: contains all the layers, but only clients for remote manipulators



- thin: : contains only the declaration layer; the execution is based on remote resources and manipulators
stage: various states in the aggregate evolution life cycle  

- class: a model usable for producing instances, with more or less adaptation flexibility 



- instance: a form adapted to the use context, capable of sustaining an exploration 



- result: the exploration productions may be viewed as a ultimate aggregate zone 


type:

 

- collection: group of objects



- flowchart: orchestration of objects and processes


- function: orchestration of objects, persons and processes


- fusion: integration of objects


- metagroups: group of groups



- metafunctions: orchestration of functions


- metafusion:  integration of fusions


- public: group of persons



- project: integration of objects and persons


- space: group of objects and persons



- teams: integration of persons


- workflows: orchestration of persons and processes
Aggregator: a system extension tool, allowing the aggregation of an aggregate from a group of components
parts: functional division of an aggregator tool  

- analyzer: allows the observation of the instance exploration results
 

- editor: allows the composition of the aggregate class 

- explorer: allows the utilization of an aggregate instance

- manager: allows the management of the aggregates library and the preparation (adaptation, concretization) of instances for the exploration

sources: the entities united by the aggregate



- aggregate: other aggregates (of the same or other types) may be included



- object: a physical structure, more or less elaborate, but without conscience and free will 



- process: a denomination for a transformation (dynamic) phenomena (a system change)   


- persons: an entity with conscience and free will for witch the learning system is dedicated

Aggregation: the process of forming a global coherent entity from included entities

actor: person participating in the aggregation lifecycle


assistant: person giving help to the aggregate composer


composer: person producing the class aggregate


explorer: person using the instance aggregate

guide: person giving help to the aggregate user


manager: person producing the instance aggregates by particularization of a class

phase: step in the aggregate life cycle 

- analyze: observation of exploration results

- composition: production of a class aggregate 

- composition preparation: preparation (instrumentation etc.) of the composition process

- exploration: using an aggregate instance and producing exploration results
- instance preparation: creating an aggregate instance from an aggregate class
- session: concrete manifestation of a phase, eventually resuming a previous suspended session

principle: the coagulation schema used for forming the aggregate

-grouping: forms a group (set) of entities selected by some useful criteria (goal, owner etc)

- from documents and tools: object groups (collections)



- from persons- person groups (publics)  

 


- from persons and objects: resources groups (spaces)




- from other groups: group groups (meta-groups)

-integrating: organizing a  system of inter-cooperating entities, acting as a coherent whole 




- from documents and tools: object systems (fusions) 

  


- from persons: person systems (teams) 




- from persons and objects: resources systems (projects)




- from other systems: system –systems (meta-systems)

  

- orchestrating : a process oriented aggregation, based on a orchestration  model, coordinating the "participant" entities

- from documents and tools: object orchestration (flowcharts) 

  


- from persons: person orchestration (workflows) 




- from persons and objects: resources orchestration (functions)



- from other orchestrations:  meta-functions

Actor- a TELOS (/compliant) system or user, playing TELOS general roles

Services: TELOS actors and partners interact remotely- synchronously or asynchronously



scope:

   

exported : Connecting an external partner actor with a providing TELOS actor
   


external: Connecting an external partner actor with an external partner actor
   


imported : Connecting a requesting TELOS actor with an external partner actor

   


internal: Connecting a requesting TELOS actor with a providing TELOS actor

 type: 
K services: semantic indexation, translations, referential fusion etc; 

R services : find, obtain, adapt, annotate, use a resource etc.;

A services: find, edit, manage, explore and analyze an aggregate; 

S services: edit or use some remote support

C services: edit or use some remote coordination


types



aggregate actor- relative role, played in an aggregation life cycle 



TELOS system actor : an object (eventually manipulated by an user) participating in TELOS physiology

core actor: a module implied in composing LKMS and delivering services

LKMS actor: a module implied in composing and exploring LKMA and changing services

LKMA: a module directly implied in learning and supporting activities, also producing LKSP
LKSP: some learning results may form an heavy LKSP, capable of participating in actor cooperation

Service client: a module implied in asking or delivering punctual services

external system: a non-TELOS system asking or delivering punctual services


TELOS user actor : a human cooperating by TELOS, conforming to a global role 

engineer:  modify the core and change services

technician: compose LKMS  and change services

designer: compose LKMA  and change services

facilitator: assist the learner exploring an LKMA and change services

learner: explore an LKMA and change services

administrators: manage core, adapt LKMS, produce LKMA instances  and change services

participant: ask or deliver a punctual service

partner: a non-TELOS user asking or delivering punctual services
Agent:  an interface communicating with the kernel, allowing the connection of an actor and eventually representing him

connection: before participating in service communication an agent must be installed (activated) 

(system) agent connection:  the object controller equips a system with an agent interface

   

(user) agent connection: the user connector equips the user with an agent interface


services: the inter-operation phenomena,  manifested in the agent layer 
   

service declaration: the agent representing an actor declares a disposable service

   

service delivery: the agent representing an actor delivers a declared service

   

service request: the agent representing an actor requests a service

   

service reception: the agent representing an actor receives a requested service


types:

system (object) agent: the object communication interface and representative

   

user (person) agent:  the person communication interface and representative

Control: The part of a TELOS system resolving the systems coordination 

Part of an aggregate: declarations, data items (protocols, agents etc) and control manipulators

Principles: various coordination formulae materialized in "interaction protocols" 

Tasks : floor control for cooperative action, internal data and messages communication bus, communication with the other systems (trough the TELOS kernel). 

Core libraries: the TELOS central library of modules providing LKMS and LKMA aggregators, row material for potential aggregations,  and punctual educational services 

(K, R. S, A, C) manipulators library: tools usable for the manipulation (construction, management, exploration) of various aggregates, resources, products and services manipulators

   
(K, R. S, A, C) raw material library: tools usable as raw material for the construction of various aggregates and products  
Kernel: the communication infrastructure of TELOS, implementing the "educational services bus" 


users connector: allows the connection of a user by providing him with the appropriate user agent
object controller: allows the connection of an object (system) by providing him with the appropriate system agent
   
agent coordinator: allows the communication between the agents representing (interfacing) the actors 
Knowledge


aggregate part: Knowledge declarations (semantic indexing), reference documents and manipulators for actors, resources and activities
competence: a qualitative or quantitative characterization of the mastery with respect to an indexed knowledge 

coordinate: the semantic indexation of an actor, resource or activity with respect to a knowledge reference system 

descriptor: part of a metadata document containing knowledge-coordinates and competence information

equation (condition): rule describing the necessary knowledge distribution between the actors and the resources participating in an activity 

organization principle: various reference schema: thesaurus, ontology, conceptual graphs, taxonomy, etc.
reference: a system of knowledge organization used for the semantic indexation of actors, resources and activities

zones: division of K data based on utilization aspects 

  

- administrative: semantic reference for the administrative restrictions of resource use 

   

- domain: semantic reference for the content description of informational resources 

  

- technical: semantic reference for the technical restrictions of resource use 

LKMS(n)- learning and knowledge management systems produced from de core

Product- a learning system produced with TELOS tools and extending his core in 3 steps: LKMS, LKMA and LKSP


core libraries - contains core included products (saved, or active)

- LKMS library , 

- LKMA library

- LKSP library


layers: see aggregate layers


parts:  see aggregate parts

scale:  see aggregate scale

stage:  see aggregate stage


types:

LKMA- leaning and knowledge management applications

LKMS- learning and knowledge management systems

LKSP- learning and knowledge session products

Resource: entity usable directly or as row material for an explorable aggregate

Part of an aggregate: the declared resources , eventually included and accompanied by their manipulators

representative: form of considering a resource as an aggregate component

- descriptor: a metadata declaration (definition) of the resource, containing eventually pointers

   

- interface (client): an object allowing the remote utilization of the resource

   

- object: the actual item 

   

- pointer: the address of the actual item, passive or active  

   
type : many kinds of entities may be viewed as "resources"

- aggregate: a composed resource

   

- document: data produced with an editor
   

- person: resource disposing of conscience, free will and a natural communication channel

   

- product: element of the TELOS construction chain (LKMS, LKMA, LKSP)
   

- service: support for a useful process
   

- tool : object usable for some activity, "application" - if it is a computer tool

RUP: software engineering method, used in the TELOS developing cycle, centered on the project evolution based of the reformulation of the guiding use cases

Support

   Part of an aggregate: Support declarations, data items (rules data, helping agents) and manipulators
   Principle : the organization of the support intervention
Advice: by agents offering contextual messages

Assistance: by human guides, offering indications, explanations and interventions

   
Equipment: by offering facilitating tools
   
Explanation: by preparing help documents and messages): 


Matching:  by finding the optimal support resource (person , agent or object)
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4b LKMS use and LKMA construction and preparation- details
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6b Actor services- details
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2b Core extension and administration- details
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libraries content

2 Modify 

Knowledge layer

6 Modify 

core Control

9 manage main systems

library



 

LKSP

library





LKMA

 library

 

LKMS

 library

R

E

S

S

O

U

R

C

E

S

A

G

G

R

E

G

A

T

E

S

U

P

P

O

R

T

1 TELOS Kernel

TELOS core



domain

technical

admin

tools

documents

services

collection

fusion

function

projects

K

N

O

W

L

E

D

G

E

S

pointers

descriptors

interfaces

objects



editors

admin

explorers



ontology

conceptual

graphs

indexes

2 Core libraries

s2

users

C

O

N

T

R

O

l

aggregates

1 Modify 

core library structure

u1

s6

u6

manipulators

components

class

instances

results

KRAS systems

s2

s6

assist

equip

explain

advise

match



 










_1159782974.ppt






documents

composers

Compose

aggregates

editors

tools

explorer

operate

open

aggregate -Instance

Publish

Connect R

 resources

B Design phase

D Use phase 

services

assistants

domain



traces

aggregates

guides

learn

note

Use 

resources

Compose 

support

User products 

use aggregate

Save results

1a Aggregation processes -initial

executors

manager

 Prepare instance

managers

resource

controller

resource 

retriever

chose

aggregate

activate instance

C Prepare use phase

Aggregate-Class 

Aggregate- Instance 

support

tools

documents

services

users

Aggregate-

-class

Aggregate

-instance

TELOS semantic reference

users

admin

LKMS

LKMA

LKSP

technical

Fusion

Collection

Project

Function

Other

products

aggregates

products

resources

Aggregate

-results

Define A

structure

Save, close



E Analyze phase 

analysts

analyze

propose

load

modify 

aggregate

support



assistant

prepare

A Prepare design phase

results

TELOS libraries

Compose

KSC layers

group

integrate

orchestrate

Aggregate- Class

thin

fat

heavy














_1159780852.ppt


System

(k)

User

(m)

Use 

system

Obtain

system agent

Service 

Coordinator

System

(j)

User

(n)

Use 

system

Obtain

 user agent

Obtain

 system agent

u(n)

Object (system) 

controller

User 

connector



7a Kernel operations- initial

declares and

provides a service

System

(j)

User

(n)

Obtain

 user agent

u(m)

User

(m)

s(j)

System

(k)

s(k)

Request and obtain

a service














_1159780879.ppt


System

u(j)

s(m)

u(k)

System

User

(m)

User

(n)

requestor

System

(k)

6.2 Ask
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5b LKMA use and LKSP construction and administration- details
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6a Actor services- initial
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5a LKMA use and LKSP construction and administration- initial



LKMA products= LKSP composition
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3b Core use and LKMS construction and preparation-details
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4a LKMS use and LKMA construction and preparation- initial
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3a Core use and LKMS construction and preparation-initial
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0b TELOS general presentation- details
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3b Core use and LKMS construction and preparation-details



K clients

R clients

A clients

S clients

C clients



K

N

O

W

L

E

D

G

E

S

R

E

S

S

O

U

R

C

E

S

A

G

G

R

E

G

A

T

E

S

S

U

P

P

O

R

T

K

R

S

A

A Use core

Compose or modify LKMS

2

technicians

3 included LKMS library

2 TELOS core libraries 

C

3i  integrated

LKMS(n)





5 LKSP 

library



4 LKMA

 library

1 TELOS Kernel: 

u2

B Prepare

Adapt to host

6

admin

u6

LKMS editor

C

O

N

T

R

O

L

3 organize 

Resources layer

4  organize 

Aggregates layer

5 organize

 Support layer

1 compose 

LKMS structure

2 organize 

Knowledge layer

K managers

K referential

R managers

R library

A managers

A library

S managers

S library

K layer

R layer

A layer

S layer

C managers

C layer

class

instances

results

KRAS systems

data

3c LKMS (n) in construction

Modify

6 organize

Control layer

linked

autonomous

K

R

S

A

C

3r remote

 LKMS(n)

K

R

S

A

C

3s saved

 LKMS(n)

7 save

K

R

S

A

C

3e exported

 LKMS(n)

8 load

9 open preparation

K

R

S

A

C

3p LKMS(n) in

preparation

10 prepare

11 activate

linked

autonomous

delivered LKMS 

s2

s3c

s3e

s3r

s3p

s3i

s3s



  










_1159780289.ppt


0a TELOS general presentation- initial

13 Requestor

/provider 

System(n)



K

N

O

W

R

E

S

S

A

G

G

R

S

U

P

P

1 TELOS Kernel

3 Use core

Compose LKMS

4 Use LKMS

Compose LKMA

5 Use LKMA

(Compose LKSP)

2

Extend core

6 Asks/delivers 

service

1

engineers

2

technologist

3

designers

5

facilitators

4

learners

2 LKMS library

2 LKMA library

2 LKSP library

2 core libraries

8

partner

3 Delivered LKMS

4 Delivered LKMA

5 delivered LKSP

3 included LKMS

4 included LKMA

5 included LKSP



12 TELOS 

service client

7

participant

TELOS core

6

admin

7 Administrate

C

O

N

Tl

2 Core systems (n)

6 Ask/deliver s

service

TELOS products

1 Aggregation 

processes

TELOS services

B Compose

LKMS

LKMS

editor

C Prepare

LKMS use

LKMS 

class

D Use LKMS

LKMS

instance

LKMS 

Products

A Prepare 

LKMS edition

Core 1

B LKMA 

edition

LKMA

editor

C Prepare

LKMA use

LKMA

class

D Use

 LKMA

LKMA

instance

LKMA 

Products

=LKSP

A Prepare 

LKMA edition

LKMS

class

Prepare

LKMS use=

prepare 

LKMA edition

LKMS 

class

LKMS  use

=

LKMA edition

LKMS

Instance=

LKMA

editor

LKMS 

Products

=LKMA

LKMA aggregation cycle 

LKMS aggregation cycle 














_1131002809.bin

