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 1 TELOS behavior (physiology) - general presentation
1aA Tree levels of behavioral granularity
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Figure: 1aA Three levels of behavioral granularity

   An actor operates on TELOS system, alone or assisted by a facilitator.
   The operations may be considered at 3 levels of granularity

1  Basic operation - singular or part of a chain (planned or established emergently)

2  Resource life chain: - singular or part of a generation cascade 

3  Ressource generation cascades 

1aB Basic operations (life moments)
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Figure: 1aB Basic operations (life moments)

1 An user (internal or external to TELOS) may launch a service processes, asking an appropriate communication agent (interface) to the TELOS kernel 
2 Equipped with the appropriate user agent (interface, broker) the user may ask or deliver the service. The Kernel coordinates the communication between the requestor and the executor agents- using a TELOS specific protocol. This “services bus” is placed above the classical telecommunication layers. 
3 The user may not act directly on the service interface, but on the user interface of another system, capable of asking an system agent (interface) - to the Kernel agents distributor.

4 Equipped with the appropriate agent (interface), the intermediary system may participate to the dialog (asking or providing a service for/from his user)

1aC Resources life chain (ontogenesis)
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Figure: 1aC Resources life chain (ontogenesis)
(Ontogenesis: the process of an individual organism growing organically; a purely biological unfolding of events involved in an organism changing gradually from a simple to a more complex level) 
1 The resource life chain may operate on:
- primary resources 

- interfaced resources (prepared for remote use or potential aggregation- by wrapping, filtering, scripting or extracting a primary resource)

- aggregates (obtained by grouping, integrating or orchestrating some interfaced resources) 
2 The resource life chain begins with the composition process. 

A composer actor (person or team) edits (edit, creates) a reproducible resource (template, model, class)- using an authoring (editing) tool. He may compose a metadata characterization and place the model-resource in a repository, 

3 In the management phase, a manager (person or team), produce a certain number of “instances” (versions of the model-resource) obtained by parameterization, concretization, adaptation etc. and finally activate the instances for the use (exploration) phase

4 A resource explorer (person or team) finds and use (explore) an active resource, producing exploration traces: notes, logs, products (if the resource is an editor etc.).  
5 Finally, an analyst observes the exploration data and offer some useful feed-back to the other chain participants.  
6 All the participants and the tools implied in the chain may be equipped with agents (interfaces) connecting them to the services bus.   

1aD Generation cascade (phylogenesis)
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Figure:  1aD Generation cascade (phylogenesis)
(Phylogenesis: Refers to a population of organisms. The life span of a population of organisms from pre-historic times until today)

The TELOS system is extended by cascaded generation: grand parent tools producing parent tools used to compose children tools)

1 The generation cascade may begin with some necessary modifications of the core parts, made by a TELOS engineer. Eventually, this process may be placed in an aggregation chain. 
2 The second generation step is the construction of an LKMS, using the core parts, by a technologist. This operation may be viewed as a composition/management  part of an LKMS aggregation process. It may be also viewed as the use/analyze phase for the core aggregation chain. The activated LKMS  instances may work in the core context (embedded in the LKMS library ) or remotely (external). 

3 A designer may use an LKMS to produce an LKMA model (template). It is the compose/administration part of the LKMA life cycle. As for other aggregation chains, this template may be used to produce usable instances, placed in the core LKMA library or delivered externally. This operation may be also viewed as a use/analyze part of the LKMS aggregation chain. 

4 The use phase of the LKMA aggregation chain should cause an evolution to the knowledge of the executing learner and may also produce some material results (traces, notes, learner edited resources etc) usable in the analyze phase. If these “products” are used for other proposes, the operation becomes the composition/administration part of a LKMP life cycle. 

5 The actors and the tools implied in the generation cascade may be connected by communicating agents, coordinated by the kernel.
1b Tree levels of support
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 Figure: 1b Tree levels of support
  Level 1: An user establish emergently the operation chain, finding and using separately every resource prepared and published previously by a designer

  Level 2: A technologist construct an aggregation editing tool. A designer uses this tool and the level 1 services, for composing an aggregate.   The learner find this aggregate and  use it, profiting on the resources aggregation 

  Level 3: The authoring tool construction, the aggregate composition and the aggregate use phases are assisted by facilitating systems and persons. 

1c Explanatory annexes
· First views (2001-2002): 

1c1 EXPLORA use contexts
1c2 The semantic and ergonomic report between a phenomenon and his Explora active model 

· Second view  (2003)

1c3: Activities, facilitation, resources
1c4 Composition and use of a mini-LMS

1c5 Composition and use of a TELOS program

· Third view (summer 2004)

1c6 Level I use: Resource management services for emergent activities’ support
1c7 Level II use : Resource aggregation services for learning and knowledge management applications (LKMA)

1c8 Level III use: composition and use of learning and knowledge management systems (LKMS)

1c9 General  TELOS use schema

1c10 Phenomena reproduction: between structures and processes

· Fourth view (autumn 2004)

1c11 Level 1 use: emergent services chaining
1c12 Level 2 use : services aggregation 
1c13 Level 3 use : services facilitation 

2 TELOS taxonomy

[image: image6.wmf]2 a TELOS taxonomy : “actors”, “operations” and “resources”

In instantiation

In composition

in use

in analyze

phase

thin

(declarations)

fat

(components)

heavy

(handlers)

structure

(abstract) 

actor

person

agents

public

typed

group

team

aggregate

interfaced

person

compose

prepare/

manage

use (execute,

explore)

facilitation

operation

analyze 

and react

core embedded

embedded in 

core LKMS

embedded 

in external

LKMS

position

embedded in 

external LKMA

external

(or LKMP)

goal of use

Know ref. 

manipulation

Doc,Tools 

manipulation

Pers

,

Oper 

manipulation

Interface

manipulation

Aggregate

edit and explore

Support

manipulation

Control

,manipulation

Interface

manipulation

LKMS 

manip

LKMA 

manip

LKMP 

manip

Core 

manip

operations

(predicate:

what does he do?)

actor

(subject:

who acts?)

resources

(complement :

on  what target?) 

Entities

primary

interfaced

aggregates

tertiary

documents

tools

LKMS

LKMA

Core

LKMP

group

orchestration

system

persons

agents

K index

documents

tools

persons

operations

secondary

flowchart

workflow

function

collections

public

space

project

team

fusion

metafunction

metasystem

metagroup

type

basic

life cycle part

generation 

cascade part

edit core

administrate core

construct LKMS

admin LKMS

construct LKMA

admin LKMA

construct LKMP

admin LKMP

sub

-

basic

service

declare

ask

deliver

receive

publish

find

distribute

wrap

group

orchestrate

index

others

operations


Figure: 2a TELOS taxonomy : “subjects”, “predicates” and (complement) “targets”

2b Explanatory annexes
2b1 Conceptual graph of Explora architecture (2001)
3 TELOS structures, principles of distributed architecture; kernel operations; control

3a TELOS modules: (knowledge) layer
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Figure: 3a TELOS modules: Primary resources libraries and handlers

   The first region of the core library is dedicated to the management of the knowledge referential. It is the base for the "indexation" (semantic reference) for any primary, secondary or tertiary ressoure.  It contains semantic referential documents (domain, technical, administrative) and K reference handlers: editors and viewers (with indexing facilities)

figure

3b TELOS modules: Primary resources libraries and handlers


Figure: 3b TELOS modules: Primary resources libraries and handlers

   They are not prepared for a TELOS aggregation , but form the raw material for the secondary resources and the base for some basic services. 
   Every sub-region contains specialized component library and handlers(publishers, distributors). We may have alternative instruments for the same manipulation. 

   Every library contains the item description (metadata- marked yellow) and may or not contain the actual items (marked green- documents, tools).

3b.1 D (documents) and T (tools, applications) layer

Libraries (items and their descriptors) and handlers (publisher, retriever, distributor, other management services) 

Observation: The distinction between “documents” and “tools” is relative (a document edited with a tool An may act as a tool An+1- producing other documents. Another problem is de "data" notion- considered here in the same category of resources as the documents. We may have some "pure" documents and "pure" tools but generally this classification is problematic. This may led us to organize a unique tools-documents layer in the primary resources zone.   

3b.2  P (persons, participant) accounts layer

Libraries (descriptors only) and handlers : publisher, connector to a person (viewed as a resource),  access of a person  (viewed as an user)

Observations: 1 We consider the dual character of a person : “subject” for some operations , “ object”  for others. 

2 The actual items (persons) are outside the library. We may also consider them "inside"- if we extend the notion of the global system as a combination of structures, humans, and rules 

3b.3- O (operations) layer

Library (descriptors only) and handlers (publisher and readers). 

The primary "operations" (or services) are procedures (processes) capable of producing a certain output as a response to a certain input.

The actual items (process) are virtual.  We may also consider them "inside"- if we extend the notion of the global system as a combination of structures, humans, rules and processes

3c Secondary (interfaced and aggregated) resources libraries and handlers
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Figure: 3c Secondary (interfaced and aggregated) resources libraries and handlers
The second region contains the handlers and the libraries for two categories of secondary resources:
3c1 The interfaced (wrapped, prepared) resources layer

  Are based on a preparation phase, executed with the aid of some preparing handlers on some primary resources, exposing their functionality to an outside world therefore facilitating the communication with it. They represent a homogenous "resource" entity (made from heterogeneous D, T, P, O sources).  

   This preparation allows the rapid integration of the resource in a collection, system or orchestration aggregate. 

   When a secondary resource is used (execution time) some appropriate interpreter must translate between outside and internal commands. 

   Every type of primary resource may be interfaced. 

3c1.1 Interfaced (wrapped) documents and tools

An interfaced document may facilitate some necessary translation between document formats or some potential document aggregation. Transform a primary document in a secondary service provider 

A wrapped tool may allow some remote control, the execution of a operation batch ( demonstration, wizard, parameterization) or may prepare a tool aggregation.

3c1.2 Interfaced (wrapped) persons

Creates the way of managing a person as a resource. 

A wrapped person acting as a “subject”- will connect easier and better to the system, obtaining an appropriate interface adaptation. 

A wrapped person used as a “ressource” is easier to connect and to communicate with. 

The preparation of wrapped persons may also facilitate person aggregations (teams etc).

3c1.3 Interfaced (wrapped, interfaced) persons

Creates the way of managing an operation as a resource (service).

A wrapped operation may facilitate the correspondent service delivery.

It also may ease a potential procedural aggregation (function) using the operations as components.   
3c2 The aggregated resources layer

   The aggregates placed in the libraries are obtained from the secondary resources (interfaced resources or other aggregates), using some TELOS authoring tools: aggregate structure editors, resources connectors (binders), support and control editors. 

   The editors allow the definition of some abstract component resources waiting for later concretizations. 

   The resources connectors may bind a interfaced participant to an abstract actor, a interfaced tool or document to an abstract instrument and even a interfaced operation to an abstract action present in the aggregate chain. 

   We may also obtain some “emergent” aggregates (with generators), if the appropriate measures are taken to intercept the user action- on the secondary resources. This feature is easier to implement using a demonstrating actor, and finishing the aggregate construction by manual edition. 

   The edition may be cooperative and multi-session. 

   When the edition is finished the template-aggregate may be used for obtaining (using an instance-manager) some instance-aggregates, adapted for different contexts of use (having for example different concretizations of some resources).  

   The real advantage of preparing an aggregate appears in execution phase, when the aggregate is explored using an appropriate handler. 

  When an aggregate component is launched, the correspondent resource interpreter or aggregate executor is activated. 

   The execution may produce some traces (annotations, etc) that can be observed with exploration analyzers.  

    We may apply (recursively) many aggregation principles (and accordingly we may have many layers of aggregates and handlers). We consider this classification open, beginning with three important categories:

3c1.1 Grouping aggregates

Grouping: forming a group (set) of resources selected by some useful criteria (goal, owner etc)

- From interfaced documents and tools: collections

- From interfaced persons- categories  

- From interfaced persons and objects: spaces

- From other component groups: meta-groups
3c1.2 Integrating aggregates

Integrating: organizing a system of inter-connected resources, acting as a coherent whole 

- From interfaced documents and tools: fusions 

- From interfaced persons: teams 
- From interfaced persons and objects: projects
- From other systems: system –systems (meta-systems)

3c1.3 Orchestrating aggregates

Orchestration: a processoriented aggregation, based on an orchestration model, coordinating the "participant" resources

- From interfaced documents and tools: programs, flowcharts 

- From interfaced persons: workflows 

- From interfaced persons and objects: functions

- From other orchestrations:  meta-functions

3d Tertiary resources: LKMS, LKMA and LKMP libraries and handlers
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Figure: 3D Tertiary resources: LKMS, LKMA and LKMP libraries and handlers
  The third region contains the handlers and the libraries for the systems produced by the main TELOS generation cascade.
3d1 The LKMS core libraries 

  Contain the LKMS's constructed and managed with the LKMS handlers (editors, modifiers, executors - light green). 

  The first library is dedicated to the LKMS templates (classes) remained in composition phase (the LKMS edition may be multi-session and cooperative).

  A template may be used to obtain many LKMS instances, using the particularization freedom to adapt the LKMS to different contexts (this feature is useful specially for preparing the deliverable LKMS- that will be discussed lately). During the instantiation phase (that may be multi-session and cooperative) the LKMS are placed in the second library. 

   When a LKMS instantiation is finished, it is activated in a remote host or embedded in the TELOS context. I consider (conceptually) these active LKMS placed in the third library (even if they may be intimately imbricate in the host system). 

Observation: If we will use only one library, we shall manage the evolution of an LKMS state between the three phases   

3d2 The LKMA core libraries 

  Contain the LKMA's constructed and managed with:

-  the LKMA core handlers (light green): direct LKMA (n) 

-  an LKMA handler placed in some embedded LKMS (and eventually depending on it) : indirect LKMA (m,n) 

   The first library is dedicated to the LKMA templates (classes) still in composition phase (the LKMA edition may be multi-session and cooperative).

   A template may be used to obtain many LKMA instances, using the particularization freedom- to adapt the LKMA to different contexts (this feature is useful especially for preparing the deliverable LKMA- that will be discussed lately). During the instantiation phase (that may be multi-session and cooperative) the LKMA are placed in the second library. 

   When a LKMA instantiation is finished, it is activated in a remote host, embedded in the core TELOS context (I consider these active LKMA placed in the third library) or placed in the LKMA library of the producing LKMS. 

Observations: 

1 If we will use only one LKMA core or LKMS included library, we shall manage the evolution of an LKMA between the three phases   

2 The use of the active LKMA may produce instance exploration products (data, documents, tools etc.). These LKMA belongs to the superior layer of a LKMA active instance and may be placed later in LKMP libraries. 

3d3 The LKMP core libraries

   Some LKMA "products" (K data, documents, tools, person and operation data, interfaced and aggregates resources) may be extracted from the LKMA instance data layer and placed in product libraries- forming users or groups “portfolios”

  These private resources may also result from some direct activity on secondary resources  (declared or intercepted).

  The elements of an LKMP may be autonomous resources, data interpretable only in the context of the producing LKMA (or other direct activity) or personal pointers to some resources shared in the core libraries. 

   The definition of the LKMP handlers and the relation between the LKMP region, the global resources regions and the person accounts - should be refined later.   

3d4 The core main managers

  The tertiary resources region is also provided with a core modification module , usable only by TELOS engineers. 

   This module would facilitate the evolution of TELOS (adaptation, re-engineering).

   But it must be defined with special care- because every core modification may produce incompatibility with the older versions. 

3e Bus, kernel and external modules (clients, user and system agents, LKMS, LKMA)
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Figure: 3e Bus, kernel and external modules (clients, user and system agents, LKMS, LKMA),
3e1 The kernel

   The modules placed in the three regions explained previously may or not be placed on the same computer. These schemas are conceptual. They define functional “core entities” not physical ones. The geographical distribution will be considered separately and solved pragmatically by the technical architecture. 

   The connection between the modules must be assured by an internal “communication bus”, coordinated by a “kernel” that deploy and connect the communication interfaces. All the core modules must be plug- gabble to this “bus”.  It uses a TELOS inter-communication protocol (working above the network layer protocols). 

  The active LKMS , LKMA or LKMP must also have their  “kernel” parts because they may be obliged to coordinate their internal modules (autonomous case) or to communicate with the core executors (linked case)

   The kernel contains a general resource controller (delegating the resource control to an appropriate handler) an agent distributor and coordinator (managing de deployment of user and system agents and the inter-communication between them) a local resources and client distributor and a service server module and an import-export facility opening TELOS to intercommunication with systems based on other norms 

3e2 TELOS products

 The LKMS, LKMA or LKMP placed in the management zone of a TELOS beneficiary, autonomous or linked to the core region. 

3e3 TELOS clients

  The entry point of a TELOS session (system operation console) opening any other operation.    

3e4 Partner system

   The external requestor or provider systems are not parts of TELOS, but they may - giving them the possibility to ask or to receive services.   

3e5 TELOS Interfaces

   A participant has the possibility to ask or to receive services from a core module, a external product module (LKMS, LKMA, LKMP) or an external system or user.  All these objects are connected to the "services bus" by system communication agents. 

   The user may act on the TELOS client interface, directly on the interface of a resource, or communicate with the system with a “service dedicated interface” (or "user agent" UA)- provided by the kernel and piloting remotely some operations, with the kernel intermediation.

Observation: Position and structure of tertiary resources
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Figure 3f: Position and structure of tertiary resources

  An active LKMS may be placed:

1  in the core LKMS library 

2  separated from the core management zone. 

  It may have a more or less complex structure, depending of his position and of technical and administrative criteria.

1  A heavy LKMS y working separately (autonomous) will contain his own handlers and resources (even a kernel is necessary). A very complete one (with many LKMA constructors) may replicate the core structure (minus the LKMS constructors). 

  An embedded LKMS may also have a "heavy" structure , if his owner doesn't want to share his resources and avoid the dependence of the core resources that may change in time (the versioning problem)

2   A external fat LKMS  (working linked remotely to the core) will not contain handlers but only the internal libraries (especially the LKMA pool). The same applies to the embedded fat LKMA witch share the handlers with the core but separates his internal resources libraries

3  A thin LKMS  contains only the LKMS definition (an may be a internal LKMP library). The embedded case is more plausible , in the separated case , it acts as an aggregating interface to the "real stuff" 

Observations: 

1 This classification is relative and conceptual: there is a continuum of possibilities

2 In the case of an embedded LKMS, we may aspect "thinner cases"  : replicating resources and handlers in the core may be pertinent only when a LKMS external beneficiary has special needs (security, reliability, adaptations  etc)  

  The potential positions for an active LKMA are: 

1- in the internal library of a core embedded LKMS

2- in the core LKMA library

3- in the internal library of a separated LKMS

4- totally separated

   The simplest form (“thin”) of an active LKMA (made directly- from the core, or indirectly- from a LKMS) must contain his aggregate structure (definition) pointing to the resources and the handlers placed in the core (or LKMS regions), the exploration data and, may be, the internal LKMP library.

   A “fat “ LKMA (embedded or separated) will contain his aggregate components but will access remotely the necessary handlers (being linked to the LKMS or core constructor). 

   The “heavy” LKMA will contain also the handlers, (including a LKMA handler !) and will be useful when LKMA is separated to work autonomously, without a LKMS base. The embedded case may be useful in special administrative conditions (privacy, security, core evolution independence) 

   The possible positions for a LKMP are:

1 In the core LKMP library

2 In the LKMP general library of an embedded LKMS

3 In the LKMP library of a LKMA embedded in an embedded LKMS 

4 In the LKMP library of a core embedded LKMA 

5 In the LKMP library of a separated LKMS

6 In the LKMP library of a LKMA embedded in a separated LKMS

7 In the LKMP library of a separated LKMA

8 Totally separated 

4 Dynamic architecture: kernel services and communication bus

4a Kernel intermediated basic operations: using a resource
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Figure: 4a Kernel intermediated basic operations- using a resource

   The previews paragraphs do not treat the problem of the physical distribution of the various modules (they are considered only as logical entities). 

   But the TELOS users must obtain these services communicating with every module with de help of some direct interface (mouse, keyboard etc) , acting remotely by some "clients" discussing with service providers or using kernel intermediated dialogues based on TELOS protocols.

   The kernel must provide the appropriate interface (agents) and manage the necessary coordination to "expose" a targeted service (an operation with some primary, secondary or tertiary resource or handler) to a service user. 

    1 (see blue flow) Sometimes, the user, after downloading and installing the appropriate modules (placed previously on the server by a publisher) in his local context,  can operate directly on the resource interface, or on the interface of a client module dialoging with the remote server. 

    2 (see red flow) In other situations, the users asks for a kernel interfacing "agent", delivered by the user agent distributor, and communicating with the kernel agent coordinator. This agent will obtain the desired service, if another user had declared it in a previous phase (using a service declaration agent provided by the kernel distributor and connected to the kernel coordinator). 

   3 (see magenta flow) The third configuration arises when an user acts on the interface of another system, which makes a machine call to a target service. The kernel will distribute the appropriate "system agent", capable of communicating with the agent coordinator and therefore to obtain the registered service. 

The basic services may be: 

- K  services (ontology edition, semantic indexation, translations, referential fusion etc) 

- T and D services (publish, find, obtain, use, modify, annotate, etc.)     

- O and I services (prepare, publish, find, obtain, modify, annotate, use etc.)     

- A services (find, edit, manage, explore and analyze an aggregate)  

- tertiary services (operations on LKMS, LKMA, LKMP libraries)

- core services

4b Kernel agent mediation- the declare- ask- deliver-receive sub-operations
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Figure: 4b Kernel mediation- the declare, ask, deliver, receive sub-operations

   The user agent distributor may equip a user (engaged in a basic operation, a resource life cycle operation or in a system generation cascade) with a user agent that will help him to request and obtain a service from a remote user or object provider. He also may act indirectly on an object (system) that obtain a system agent from the system agent distributor. The system agent transmits the request. The same situations may arise on the provider side. 

  Once the appropriate agent obtained, the declare- ask- deliver- receive chains are realized by the agent coordinator allowing a human or system requestor to obtain a service from a human or a system provider.  

  A basic service chain has sub-basic steps, selectable from the list below 

4b1 Obtaining an human agent, from the agent user distributor

   An user may ask for an adapted agent, using the agent user distributor of the TELOS kernel or of an autonomous LKMS (LKMA).

4b2 Asking a service trough an human agent

   The human actor may ask (request) a service from a remote human or system actor, trough his agent- acting as a human communication interface. 

4b3 Receiving a service trough an human agent

    The human actor obtains the requested service from a remote human or system provider, trough his agent- acting as a human communication interface. 

4b4 Declaring a service trough an human agent

   The human actor disposed to deliver (synchronously or asynchronously) remote services may declare them using a human agent (interface)  

4b5 Delivering a service trough an human agent

   The human actor may deliver (synchronously or asynchronously) a service to a remote human or system requestor, using his agent as a human communication interface. 

4b6 Obtaining a system agent from the system agent distributor
   The human actor uses a system object (core resource handler, secondary resource, embedded or separated LKMS, embedded or separated LKMA, embedded or separated LKMP, external system) that obtains a system agent from the system agent distributor. 

4b7 Asking a service trough an system agent

   A system (manipulated by a human actor on his normal interface) may ask (request) a service from a remote human or system actor, trough his system-agent, acting as a system communication interface. 

4b8 Receiving a service trough an system agent

   The system (manipulated by a human actor on his normal interface) obtains the requested service trough his system-agent, acting as a system communication interface and delivers the response through the user interface. 

4b9 Declaring a service trough an system agent

   The system (manipulated by a human actor on his normal interface) is disposed to deliver (synchronously or asynchronously) remote services and declares (register) them using a system agent (interface)  

4b10 Delivering a service trough a system agent 

The system may deliver the service without needing a human intervention. Or it collects (on its user interface) and transmits (with his agent used as a system communication interface) the response to a remote human or system requestor. 

4b11 Connecting two agents
The human and system agents asking, obtaining, declaring or delivering mediated remote services are connected by the agent coordinator. 

4c Kernel agent mediation- the declare- ask- deliver-receive sub-operations
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Figure 4c: the services chains

The combination of sub-operations may produce four agent service chains:

A Human requestor, human provider

B Human requestor, system provider

C System requestor, human provider

C System requestor, system provider

4d Communication situations
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Figure: 4d - communication situations
   There possible origins of a service request are: 

1 A user working with a TELOS core interface (the normal interface of a local or a client-server core module) or using a special user agent

2 A user working with a separated LKMS interface (the normal interface of a local or a client-server LKMS module) or using a special user agent

3 A user working with a separated LKMA interface (the normal interface of a local or a client-server LKMA module) or using a special user agent

4 A user working with a TELOS particular client or using a particular user agent

5 A partner system user equipped with the appropriate communication agent. 

   The service may be delivered by a core or separate module (or by a partner external system) prepared to execute the request without human intervention. 

   The request may also be solved by a core, LKMS, LKMA, client or external actor- able to deliver (synchronously or asynchronously) the results to the final beneficiary, trough the executing module and the agents chain. 

   An human actor may ask for a distant educational service (information, resource, action etc) directly (using his personal communicating agent) or indirectly (using the agent of the system that he uses). 

  The kernel obtains the service from a distant delivery system, from a directly connected actor or from an actor connected to a delivery system. 

4d.1 Internal services

    Connecting a TELOS requestor (human or object) with a TELOS provider (human or object).

    The requestor and the provider may use a TELOS client (acting as a generic participant), a TELOS core, LKMS or LKMA interface (acting as a specialized actor) or a person (system) communicating agent.

Examples: 
1 a Core user requestor, core system provider

1 b Core user requestor, core user provider

2   External LKMS user requestor, generic user provider

4a Generic user requestor, separate LKMS provider

4b Generic user requestor, separate LKMS user provider

4c Generic user requestor, generic user provider

4d.2 Imported service

    Connecting a TELOS requestor (human or object) with a partner provider (human or object).

    The requestor uses a TELOS client (acting as a generic participant), a TELOS core, LKMA or LKMA interface (acting as a specialized actor) or a person (system) communicating agent. The provider uses a person or a system communicating agent.

3 Separated LKMA user requestor, partner user or system provider

4d Generic user requestor, partner user or system provider

4d.3 Exported service

   Connecting an external partner requestor (human or object) with a TELOS provider (human or object).

   The requestor uses a user or a system communicating agent. The provider uses a TELOS client (acting as a generic participant), a TELOS interface (acting as a specialized actor) or a person (system) communicating agent. 

5a External partner requestor, external LKMA system provider

5b External partner requestor, external LKMA user provider

5c External partner requestor, generic TELOS user provider

4d.4 Connection service

   Connecting a partner (external) requestor (human or object) with an external provider (human or object). The TELOS provides only connection services to the external TELOS compliant actors (equipped with TELOS agents).  

5d External partner requestor, external partner provider

4e Explanatory annexes 
· Explora2 architecture-2001/2

3e1 Explora bus architecture
3e2 Distributed tele-education system 

3e3 TELOS - Vision 2003
3e4 TELOS conceptual architecture-2004 summer
3e5 TELOS conceptual architecture-2004 autumn
3e6 The componentization of existent modules for flexible chaining of resources management, activities management and support management services
5  Resources life cycle:  primary, interfaced and aggregates

5a Primary resources life cycle

    I do not describe here the classical management of documents and tools, using repositories for real resources and metadata descriptions. This part should be refined by other team members, that have already done massif work in this area (example: Explora project, Edusource project etc.) - establishing architecture principles that should be reused. Some results from previous analyses are presented in the annexed documents. 

   The actual persons and operations can not be composed with TELOS tools or included in a repository. The composition phase consist only in the creation of their metadata descriptor. 

  The use of a primary resource is not observed by the system. The user may mark explicit annotations, if he wants to allow some posterior analyze.

Observation 1:


[image: image15.wmf]descriptors

record set

engine

record

2 Retrieve

Knowledge

referential

o

1 declare

record

3 Use

4 react

descriptors

record set

engine

record

o

Resources

(D,T,I,A)

2 Retrieve

1 declare

record

3 Use

4 react

5a1 The correlation between the indexing services and the (T,D, 

O, P) resources management services.

descriptors

record set

engine

record

o

Operations

2 Retrieve

record

3 Use

4 react

1 declare

descriptors

record set

engine

record

o

Persons

2 Retrieve

1 declare

record

3 Use

4 react


Figure: 5a1 The correlation between the indexing services and the (T,D, O, P) resources management services
    This figure reveal the "semantic aggregation" resulting for the use of a unique knowledge referential system for indexing all the resources placed in the repositories: document (and tools) libraries, person libraries, operation libraries. This allows hybrid resource searches, sustain hybrid matching processes or allow a global semantic feed-back from the resource use to the resource description.

Observation 2 
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5a2 The library and the chaining of resource management services


 Figure 5a2 The library and the chaining of resource management services 
  This figure reflects an analyze dedicated to the componentization and chaining of basic resource management operations and to the modularization of the corresponding documents and handlers. It shows the complexity of the problem and the interest for chaining facilitation, including by preparation of secondary resources. 

5b Secondary resources life cycle

   The problem of encapsulating the primary resources (wrapping, interfacing, preparing) for a easier integration in more complex structures or service cascades- was intensely discussed in previous projects (ADISA, Savoir Net etc).

   An interfaced tool facilitate the communication between an user (an human or another tool machine). Its composition is made usually by a programmer, with specific tools. For particular primary resources, the possible generation of secondary interfaces will be considered.  The metadata descriptor may be edited by an administrator. The use of a secondary ressource on a primary tool may be intercepted, producing traces- usable for the analyze phase. 

   An interfaced  document may add a translation (conversion) to the primary resource, facilitating some information bridges or may allow other document processing. Its composition is made usually by a document writer, with specific tools. For particular primary documents, the possible generation of a secondary layer will be considered.  The metadata descriptor of the interfaced document may be edited by an administrator. The use of a secondary resource on a primary document may be intercepted and allow an analyze phase. 

   An interfaced person facilitate the communication WITH that person (example: email account, message box, awareness interfaces- "avatars" etc.). Another case is the communication interface FOR that person (personalized interface and agents for some users acting on the system.  A complete secondary person encapsulation (an "account interface") may contain a combination of interfaces (agents) TO (object –person) and interfaces FOR (subject person). If we also add some personal resources we obtain a more complex structure – an "account aggregation"

   The composition is made usually by a technologist, with specific tools. The metadata descriptor may be edited by an administrator. The use of a secondary resource on a person may be intercepted, producing traces- usable for the analyze phase. 

   An interfaced operation facilitates the communication between an user (an human or a system) and the operation seen as a service (delivering an output as answer to an input). If we also add some operation components (resources, actors etc) we obtain a more complex structure – an "operation aggregation", usable for facilitating the multi-operation chaining (see fonctions)

   The composition is made usually by a programmer, with specific tools. The metadata descriptor may be edited by an administrator. The use of a secondary resource on a primary operation may be intercepted, producing traces- usable for the analyze phase. 

   The detailed specification of the interfacing concept depends on technical considerations. We have investigated the role of a resource controller in managing the manipulation of the interfaced resources and the inter-communication between them. Some results are placed in the annexed documents. 

   I show here an image extracted from this analyze, only to signal that this part may be defined in close relation with the technical architect. 
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Figure: 5b1 Distributed controller
    The right image presents the situations that may arise in a networked system (left image) Two client- server applications (resources) have client and a server data layers placed in some data shell (database, file system etc) and worg in the context of a client shell (respectively server shell). They may communicate: 

- by data translation facilities da-db

- by data shell intermediation da-d-db

- Ca client has access to db client data

- Ca client discuss directly or mediated by the C server shell with Cb client

- Ca client discuss with Cb server

- Ca client access Db server data

- Sa server discuss directly or mediated by the D server shell with Sb server

- Sa server access Db server data

- data translation facilities Da-Db or data shell intermediation da-d-db

    Al those cases may be envisioned when we prepare A and B applications- as secondary resources

5c Aggregation resources life cycle

Introduction: functions as examples of aggregates
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Figure: 5c01 Distributed controller
   The function is an orchestration aggregation, centered on the operation chain. In exploration phase, the represented "actors" may facilitate the access management of the concrete participants and the represented resources may facilitate the manipulation of concrete resources.
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Figure: 5c02 Reproducing procedures by functions
  The function is an object facilitating the reproduction the primary procedural phenomena that it represents in more or less similar secondary procedures. In the composition phase (manually edition, generation from an intercepted primary execution, edition piloted by a meta-function) the procedure is modeled in the function.   In the execution phase, the model may be used for inspiring a secondary procedure, for reflecting this procedure to obtain advises, for manipulating the resources bound to the model, for coordinating the cooperative users, or for connecting (matching) the possible procedure elements.  
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Figure: 5c03 Function structure
  All the elements are indexed on a K referential. 

  The thin function contains the operation chain declaration AF(k), eventually some declarations for the abstract actors or instruments RA(k) and RI(k) and maybe some support and control rules.

   The fat function may contain also the K knowledge referential, the aggregated tools, documents sub-aggregates or wrapped persons- and some epiphyte control or support rules.

   The heavy function may contain the manipulators (handlers) for the knowledge, persons, sub-aggregate, operations, support and control components, and eventually even the function explorer or editor

5cA Aggregation processes -tools and phases
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Figure: 5cA Aggregation processes -tools and phases
  The aggregation is the central process of TELOS extension chain. 

  It may be used for composing and exploring aggregated core resources, using as row material some interfaced resources and other aggregates. It may also be a part (as life cycle integrated in the generation chain) of a system cascade generation (LKMS, LKMA, LKMP). In these particular contexts, the aggregation abstract roles (composer, assistant, explorer, guide, manager, analyst) are played by TELOS system actors (engineers, technologists, designers, learners, facilitators, administrators).

  The aggregation consists in forming a global coherent entity from included component resources. We may have of a thin aggregate (only the aggregate declaration layer), a fat aggregate (adding the aggregated items to the package) or a heavy aggregate (adding some handlers, to allow a external autonomous use).  

 The aggregates may have a more or less complex KRASC structure: K part- for the knowledge indexing, R part- included interfaced resources, A part (the aggregate definition and eventually other sub-aggregates) , S part (support rules), C part (control and coordination rules).  

 We may encounter four phases in the aggregation life cycle (without considering the preparation of the composition): the composition of a template (model) aggregate, the preparation of the execution instances, the execution of session instances, the analyze of the session results.

Observation:

   Before launching a composition phase, some operations may enrich the aggregation context (new editor tools, parameterization of some tools, edition of composition support etc. This preparation of the future editor tools being a composition process, it may be resolved by a higher level aggregation (for example an aggregated meta- function can coordinate the aggregation of some functions) :

5c.1 Adapt editors (meta-design)

    Add new aggregate editors or parameterize the existing ones, to facilitate the intended compositions. 

5c.2 Prepare meta-support 

   Create a support part for managing a particular type of aggregation process.

5cB Aggregation processes:  composition phase
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Figure: 5cB Aggregation processes:  Composition phase
   The composition of a thin aggregate, fat aggregate or heavy aggregate, having a more or less complete KRASC structure, based on various aggregation principles: grouping (collections, categories, meta- groups etc), integrating (fusion, teams, projects etc), orchestrating (flowcharts, workflows, functions etc.).

a Designer operations

5c.3 Compose A part

5c.3.1 The essential part of any aggregate is the definition of the aggregate structure, forming the A part of the declaration layer. A thin aggregate do not contain other A layers.

5c.3.2 The designer of a "fat aggregate" can add some sub-aggregates to the component (items) layer of the aggregate package. It is a recursive procedure:  every sub-aggregate may have his own composition process and structure.    

5c.3.3 The designer of a "heavy aggregate" can add to the package some aggregate handlers- to provide aggregate use autonomy. 

5c.4 Compose K part

5c.4.1 Any part of an aggregate (A- structure, R- components, S- rules, C- rules) may be indexed semantically, in respect with an external knowledge referential. The sum of these references form the distributed (virtual) K part of the declaration layer. A thin aggregate do not contain other K layers.

5c.4.2 The designer of a "fat aggregate" can add to the component (item layer) some aggregate included knowledge reference document (used for a local defined semantic indexation). 

5c.4.3 The designer of a "heavy aggregate" can add to the package some knowledge handlers (viewers, binders, editors etc). 

5c.5 Find the selected resources: 

   Before connecting the resources that will form the aggregate (interfaced tools, documents, operations, persons, aggregates, or even TELOS products) - the designer may use the find services of the core resource retriever (operating on the triple indexed TELOS repositories: domain, technical, administrative aspects)

5c.6 Compose R part 

5c.6.1 An aggregate may be enriched with some details (descriptors, pointers, non-concretized instruments) about the connected resources, forming the R part of the declaration layer. A thin aggregate do not contain other R layers.

5c.6.2 The designer of a "fat aggregate" can add (include) some resources: only the "secondary" interfaces or the interfaces "filled" with wrapped primary objects. It is the main aspect of a fat aggregate. 

5c.6.3 The designer of a "heavy aggregate" can add to the package some resource handlers- to provide aggregate use autonomy. 

5c.7 Compose S 

5c.7.1 An aggregate may be enriched with some form of abstract support definition, forming the S part of the declaration layer. A thin aggregate do not contain other S layers.

5c.7.2 The designer of a "fat aggregate" can add to the component (item layer) some documents containing data (rules) for support concretization. If this "epiphyte" solution is not appropriate, the support rules may be placed directly in the declaration layer. 

5c.7.3 The designer of a "heavy aggregate" can add to the package some support handlers (matchers, advisers, etc.) to provide aggregate use autonomy. 

5c.8 Compose C part

5c.8.1 An aggregate may be enriched with some access control and cooperation definitions, forming the C part of the declaration layer. A thin aggregate do not contain other C layers.

5c.8.2 The designer of a "fat aggregate" can add to the component (item layer) some documents containing control data (protocols) concretizing the abstract C definition. If this "epiphyte" solution is not appropriate, the control rules may be placed directly in the declaration layer. 

5c.8.3 The designer of a "heavy aggregate" can add to the package some control handlers (coordinators etc.) to provide aggregate use autonomy. 

5c.9 Mark composition annotations

   The composer may mark his advancement or make some annotations about the composition process. These will not be included in the final aggregate, but may be observed in the same or other composition sessions.   

5c.10 Produce composition traces 

   If the aggregate composer (or the controller that the editor uses) have interception facilities, the system produces composition traces, that can be added to the composition actors notes, to form a composition process observation layer.  

5c.11 Receive support

   The support may be based on the direct observation of: the composition activities, the composer notes or the aggregator traces.

   It may consist on in-session and off-session interventions of an observing assistant or of an interfaced support tool.

   If the composition use a "composition support tool" (for example, a meta-function)- it can be viewed as an execution phase for the support aggregate (see phase C). We may have a cooperative exploration of the support meta-aggregate.  

5c.12 Test the aggregate (see the exploration phase)

   At various moments, the composition actors may want to see the effects of their editing.  The aggregate testing is a specialization of an aggregate execution process. The testing has however some interesting particularities: it must be done on "aggregate instances"- even if the contexts are note yet defined.    

5c.13 Save for a later composition session 

   The composition process may be suspended for being resumed in new composition sessions. 

   In the case of the cooperative composition, a user may leave a session, continued by another composition actor. 

5c.14 Load from a previous composition session 

   A saved composition may be resumed in new composition sessions. 

   In the case of cooperative composition, a user may join a session opened by another composition actor. 

5c.15 Publish the aggregate

   When an aggregation process is finished, the composer may add the new composition to the appropriate template-aggregate library.  It becomes a source for creating  explorable instances. 

b Assistant operations

5c.16 Give composition support

   The composition may imply assistant actors, working synchronously or asynchronously.   Seeing the composition activity as a use of a "composition support aggregate" (for example, a meta-function) the support can be treated as for an execution phase (see phase C). We will speak about: observing, guiding, evaluating and replacing the aggregate composer, eventually by exploring cooperatively the composition support meta-aggregate.  

5cC Aggregation processes -preparation phase
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Figure: 5cC Aggregation processes -preparation phase

   The aggregate templates are re-usable structural models with a certain degree of flexibility in the template instantiation. An aggregate manager may define particularizations of every executable instance, adapting it to the context of the instance use. 

   As any procedure, a (cooperative) aggregate preparation may be driven by a "preparation support meta-aggregate" composed previously.    

5c.17 Chose a saved template aggregate (model) for preparing an instance

    The aggregate manager may use a specialized management tool, working with the aggregate library (containing the template, instance and results sections of the aggregates). 

    He begins by choosing a template, usable as an instance generation support.  

5c.18 Declare a new aggregate instance in preparation phase

    He declares any new aggregate instance, based on the chosen template. Once declared, an instance may be edited, in a chain of instance preparation sessions. 

5c.19 Make adaptations to the context of use

    The amplitude of the adaptation process depends on the flexibility foreseen by the aggregate composer. In some cases, the possible modifications may be minimal (the template "aggregate" is already fine tuned). In other cases, the modifications may be profound, extending the template composition process at the instance level.  

5c.20 Concretize some instance resources (documents, tools, participants)

   The must natural instance preparation act is the concretization of some abstract defined template resources to context adapted instance resources (participants, tools, documents etc.).  

   The concretization process may be distributed between the composing, preparing and using phase, conforming to various strategy of organization (life cycle modes). 

5c.21 Suspend (leave) for a later instance preparation session

   The preparation of an instance may be suspended for be continued in a later session.

   In the case of a cooperative preparation, a manager may leave a session continued by another preparation actor. 

5c.22 Load from later preparation session

   A saved instance may be resumed in new preparation sessions. 

   In the case of cooperative instantiation, a user may join a session opened by another preparation actor. 

5c.23 Activate the aggregate instance for execution 

   When an instantiation process is finished, the manager "closes" the instance editing chain and activates the instance for execution. For some types of aggregates, this step may imply a "compilation" -producing an "executable" (active) instance. 

5cD Aggregation processes -exploration phase
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Figure: 5cD Aggregation processes -exploration phase

   Once activated, an instance aggregate may be used by the actors stipulated in his definition. The specified participants will perform (cooperatively) their allocated (recommended, allowed) operations, exploring the aggregate, using the component resources and producing results.  Sometimes, the final concretization of some actors and resources is done (for the "run-time" flexibility) in the exploration phase.   

   The exploration of a thin instance aggregate will use the declaration layer to retrieve or access the component resources placed in some other TELOS library, and then, it will use the connected primary resource with the help of an appropriate handler activated by the resource controller (object controller, person connector and operation executor). 

   The exploration of a fat aggregate may use the resources placed in its item layer. 

   The controller working for of a heavy aggregate will use the handlers placed in his handler layer instead of implying the appropriate core tools.

a explorer operations

5c.24 Open (resume, join) an instance aggregate

5c.24.1  Find 

   Any user must connect to an active instance, before beginning an execution session. To this aim, he can use the resource retriever (his access to this type of resource being restricted by the technical and administrative conditions- presented in the aggregate instance declaration). He can also use the Aggregate manager, specialized in working with the aggregate library (instance and products sections)  

5c.24.2  Open

   The user (explorer or guide) witch starts the first session of an active aggregate instance, "open" the instance execution chain.    

5c.24.3  Resume

   If a user wants to continue the exploration chain of a suspended instance, he may resume the instance execution, opening a new session. 

5c.24. 4 Join

   A user may join a cooperative exploration of an already active session

5c.25 Explore  the aggregate

   The main role of an aggregate is to facilitate the exploration of the grouped (integrated, orchestrated) resources (tools, documents, persons etc)  

   The exploration cascade is more or less free, depending of the aggregation principle. 

   In orchestration aggregations (functions, etc.) the operation flow is piloted by the procedural model to reproduce. 

   In grouping cases (collections etc), the exploration have the largest freedom, allowing emergent operational chains (and eventually generating post-session procedural models)

   In integrating aggregations (fusion, projects etc.) the exploration has limitations- imposed by the system components relationships 

5c.26 Cooperate with other instance participants

   The cooperative exploration may allow the sharing of aggregated entities (tools, persons, operations) by the actors of an aggregate instance. It is organized as in a CSCW application, using the C aggregate layer – which provides instance floor control protocols- for coordinating actors cooperating in the same or different sessions.  

5c.27 Receive support

     The explorer may use the support-  prepared in the S part of the aggregate (edited help, exploration aware advices, run-time matching to support resources etc.) or delivered "on the fly" by the supporting session (synchronous case) or instance (asynchronous case) partners (co-explorers or guides).  

5c.28 Concretize some session resources

 The modification of the aggregate structure in the execution phase- must be analyzed carefully.

An instance user may concretize some resources (documents, tools, persons). These "instance time concretizations" allow the final adaptation of the aggregate to the context of this actual use. 

   It also may be an essential mechanism for sharing instance-produced objects.  

   If the aggregate was indexed on a K layer, it may sustain some classifying algorithms for facilitating the choice between resources, for a manual concretization. We may also implement automatic concretization, based on matching algorithms 

5c.29 Use the connected resources

   After facilitating the retrieving of a component resource (tool, document, operation, person) the aggregate may also facilitate its use, with the help of the resource controller providing various services: access negotiation, download, installation, decoding, on the fly dependences solving, actions interception and logging, scripted events injection, inter-resources parameter propagation, concurrent use, Q.O.S. adaptation etc.

5c.30 If the resource is an editor, compose a user product

  An explorer of an aggregate containing composition facilities may construct session resources (documents, tools, aggregates etc) that will enrich the aggregate product layer and can be placed in a user portfolio.

5c.31 Make notes about exploration

   The explorer may declare explicitly his advancement and make related annotations. These "notes" may complete the instance compositions, the system intercepted traces or the facilitator evaluations- forming the aggregate session results.

5c.32 Produces traces 

    The aggregate executors and the resource controller may intercept some user actions (depending on the declared supervision ethic). 

   These "interceptions" may be used by the user, observing his own advancement in the same or previous sessions, by a session (instance) partner, or by a result analyst. 

5c.33 Learn

    The main output for educational aggregate use is external to the system. Some learning by doing occurs, even if the exploration has not a learning explicit goal.

     We must define more precisely the explicitation of this knowledge evolution, and the method for updating accordingly the accounts of the instance participants.

b Facilitator operations

   They may act as planned actors, in the same session as the supported learners (acting synchronously or asynchronously) or in another session of the same aggregate instance (acting asynchronously). 

5c.34 Observe execution

   Any support activity (planned or launched by a service request) may begin with the observation of the previous instance activities (in the current open session, a closed session of the instance, or even in some other instances of the same aggregate).

   The observation depends of the awareness possibilities offered by the aggregate cooperative explorer: perceive the partner presence and acts; see the partner notes, see the intercepted traces, access the produced resources. 

5c.35 Guide the execution

   The supporting (session or instance) partner uses the communication possibilities of the cooperative executor to guide the explorer in his activities (by synchronous and asynchronous messages).

5c.36 Execute some operations

   Some support may go beyond the simple message delivery: executing some operations, adapting some parameters, preparing some conditions etc.

5c.37 Make notes and evaluations

   The supporting actor may make observations about the learner (and eventually his own) activities. 

   He also may evaluate the learner competence or modify some K data, according to his institutional mandate.

   He also may manage a product portfolio.

c Explorers and facilitator operations

5c.38 Save the exploration results 

   The instance exploration results (traces, notes, evaluations, products) may be used in the same session or be saved for later use (other sessions, analyze phase). 

  They compose the "results" section of the aggregates library.  

  Some results (documents, data etc) may be separated from de instance data and be placed in a personal or group portfolio

5c.39 Close (leave, suspend) an exploration session

5c.39.1 Close

   The actor (explorer or facilitator) witch considers that the instance execution chain is completed, declares the instance closed. Only the view facilities remain available, for example as a natural way for inspecting instance results.     

5c.39.2 Leave

   An actor may leave a cooperative exploration of an active session, continued by other active users. 

5c.39.3 Suspend

   An actor may suspend an instance exploration session, if he is the only active user and decides to quit.  

5cE Aggregation processes –analyze, administration and feed-back
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Figure 5cE: Aggregation processes -analyze administration and feed-back

5c.40 Load exploration results 

   The data (traces, annotations, documents, products) resulted from an instance exploration chain (closed or not) may be observed by an analyst. 

5c.41 Analyze exploration results

    The results being placed in the third section of an aggregate pyramid (template, instance, results)- the data analyst may use the view facilities of the aggregate explorer.   

    Some other data analyze tools- may also be offered. 

5c.42 Make evaluations and propositions

   The results analyst may produce documents reflecting his conclusions (reports, statistics, change requests etc).  

5c.43 Modify aggregate template, according to instance observations

   After an instance experience (or a set of instances), the edition phase may be resumed, reopening a saved aggregate template, and producing a new aggregate or an aggregate version.  

Observation: after the analyse , the adminsitrator may continue the management on the exploration products (the second phase ogf their life cycle): 

5c.44 Manage product libraries 

   The results administrator may manage some product portfolio (personal or group repository)

5c.45 Update some resources libraries

   The product administrator may also operate some updates to the person, tools or document resources library (signaling resources or knowledge produced by the exploration).    

5d  Explanatory annexes  
5d1 Aggregation Process- resumed
5d2 Aggregation principles
5d3 Function aggregation : pedagogy and management of procedures
5d4 Example1: function- modeling the ADISA-EXPLORA chain
5d5 Example 2: An ADISA workflow

5d6 Example 3: An EXPLORA Workflow

5d7 Function as a distributed resources integration
5d8  Function as a coordination and observation tool
5d9  Reproducing procedures by functions
5d10  Function- aggregate structure
5d11 Cascading aggregation - example
5d12 Generation cascade and recursive aggregation

(5d13 Collection aggregation; System aggregation; Other orchestrating aggregations -to come)
6 Cascade systems generation 
6a Knowledge phylogenesis: the learning facilitation spiral
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Figure: 6a Knowledge phylogenesis: the learning facilitation spiral

  As explained in the introductory part, the third level of operation management is organized on phylogenetic principles: objects generating objects that must generate other generating objects.

   The previous figure shows the philogenetic multiplication of knowledge: every learning cascade (a technologist constructs a system that allows to a designer to compose a lesson used by a learner to gain a knowledge) may be (by application of the acquired knowledge) the base for a new learning cascade, continuing the spiral. 

    We retain only three generation phases in the main system extension cascade (LKMS, LKMA, LKMP) to avoid the complex management produced by a recursive approach

Observation (the dual chain principle):

   Every operation of the TELOS main cascade may be viewed on two aggregation tracks: it is a composition/management part for a system resource chain S(n) and a exploration /analyze part for the life chain of the system resource S(n-1) used as a authoring tool for S(n).   6a Generation cascade and dual operations (two track aggregation)
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Figure: 6b Dual character of cascade operations

6b Core extension and administration
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Figure: 6c Core extension and administration

6bA Engineer operations

    The TELOS core engineers can use the core manager to modify the core structure, the core handlers (K, D, T, P, O, I, A, LKMS, LKMA, LKMP) or the core libraries (see the administrator section).

    This dual activity can be viewed as a LKMS composition preparation or as a core composition process, having global K, R, A, S, C modification phases.
6b.1 Modify core K referential

   The knowledge referential space is organized in ontologies, conceptual graphs, taxonomies, index systems. 

   The modification of a reference document should protect (recalculate) the derivate ontologies and the existent semantic references (the resources already indexed).

a. Modify domain reference

b. Modify technical reference

c. Modify administrative reference

6b.2 Modify core structure

  A very delicate operation (backward compatibility problems)

  But we may provide some flexibility as:

- Adding an new interfaced resource  type to the existent ones 

- Adding an aggregation type to the existent ones (collection, function, fusion, project etc.). 

- Adding a cascade fabrication type to the existent ones (LKMS, LKMA, LKMP) 

- Updating the core handler (with attention to the recursive situation)

- When a new version of TELOS core is produced, with some additional core services, it is possible that the TELOS clients be also modified accordingly. 

6b.3 Modify core handlers and library structures

K

  Add, suppress or modify core knowledge handlers and library structure: ontology editors, viewers and indexers, conceptual maps editors, viewers and indexers, librarian cataloguing and indexing tools etc.

R Primary (D,T,O,P)

  Add suppress or modify primary resource handlers and library structure: documents, tools, persons and operations handlers

R Secondary (I, A)

  Add, suppress or modify interfaced resource handlers and library structure (editors, publishers, interpreters) for interfaced documents, tools, persons and operations.

  Some new aggregators (of the group, system or orchestration type) may be added, observing the metabolic conformity with their type. Modify aggregate handlers (structure editors, resource binders, explorers, generators, data viewers etc )- resolving the compatibility with the aggregates already composed with the older version of the aggregator

  Some new types of supporter tools may be added. Some tools of the existent type (helper, adviser, matcher etc) may be added, observing the conformity with their type. Some supporter tools may be modified, resolving the compatibility with the support already composed for the older version.  

  Some new types of control tools may be added. Some tools of the existent type (matcher, floor control manager, resource sharer, security watcher, privacy verifier etc.) may be added, observing the conformity with their type. Some control tools may be modified, resolving the compatibility with the control already composed for the older versions.  

R Tertiary (LKMS, LKMA, LKMP)

    Any modification of the organization of a TELOS system handler or library should preserve the capacity to manage an old product.

6b.4 Modify core support 

  The support for the core as a global tool 

6b.5 Modify core control 

  The support for the core as a global tool. The eventual kernel modifications are treated here.

6b.6 Note, trace, receive support

  As for any composition activity, eventually operated cooperatively. 

6b.7 Save, resume etc

 As for any composition activity, operated in multiple sessions, determining the evolution of the TELOS system. 

6bB Administrator operations

    A core administrator manages the content of some primary, secondary or tertiary library.

    He may act on demand of another actor (technologist, designer or learner), supervise this actor or delegate to him the right to add, update or eliminate a primary, secondary or tertiary resource.  

K

  Add, suppress or update knowledge documents: ontology, conceptual maps, thesaurus, catalogues, indexing keys, etc.

R Primary (D,T,O,P)

  Add, suppress or update primary resources: documents, tools, persons and operations

R Secondary (I, A)

  Add, suppress or update interfaced resources (documents, tools, persons and operations).

  Add, suppress or update aggregates 

R Tertiary (LKMS, LKMA, LKMP)

    Add, suppress or update a component placed in the LKMS library (primary or secondary resource or handler, LKMA or LKMP library or handler, LKMS definition or modifier)

    Add, suppress or update a component placed in the LKMA library (primary or secondary resource or handler, LKMA definition, modifier or data, LKMP library or handler)

    Add, suppress or update a component placed in the LKMP library 

6c Core use and LKMS construction and preparation
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Figure: 6d Core use and LKMS construction and preparation

     The use of the core for obtaining an LKMS may have two aspects:

- Extract and parameterize some core modules that will be included in the LKMS (re-use K, D, T, O, P, I, A resources libraries and handlers) 

- Use the LKMS editing (handler) module in the LKMS construction process.

  This explanation does not detail the organization type for the LKMS aggregate. The LKMS constructors placed in the core may use a combination of aggregation principles (collections, functions) or have a simplified structure, depending of the necessities. This variable geometry is the main purpose of using the LKMS phase in the production cascade. 

  However it is possible that, before reaching this variable geometry capacity, the initial TELOS core be equipped with a unique LKMS handler and therefore produce LKMS with similar structures.

   When the construction process is considered finished, the LKMS pass in preparation phase.  The administrator may begin the adaptation to the context of LKMS use. This phase may consist of a chain of preparation sessions producing finally an active LKMS, working in the core library context (embedded) or remotely. 

   The composition and the exploration of an LKMS will vary depending on the complexity of his structure. A "thin" LKMS will have a simpler structure but its execution will involve remote invocation of handlers and resources. A fat LKMS will posses his own libraries but still need to communicate with some core handlers. The heavy LKMS may be a cumbersome entity (with resource replication problems) but it will function autonomously.  

   It is possible to modify an active LKMS, but in this case we must resolve the existent dependencies (LKMA and LKMP based on the older version).

   The LKMS composition can be managed as an aggregate composition. Therefore we can describe operations as finding components, making notes, producing traces, receiving help etc. But we will concentrate here on the specific aspects.

6cA Compose an LKMS-template 

a Technologist operations

6c.1 Organize the LKMS knowledge referential

If the global referential is not available or pertinent, a LKMS specific K referential may be necessary

6c.2 Organize the global LKMS structure (definition)

Depends on the aggregation formula and the LKMS destination (embedded, external- thin fat or heavy) 

6c.3 Organize LKMS parts (adding resources libraries and handlers)

6c.3.1 Organize K part

  Add, suppress or modify knowledge handlers: ontology editors, viewers and indexers, conceptual maps editors, viewers and indexers, librarian cataloguing and indexing tools etc.

  Add, suppress or update knowledge documents: ontology, conceptual maps, thesaurus, catalogues, indexing keys, etc.

6c.3.2 Organize D,T, P, O part

  Add suppress or modify primary resource handlers: documents, tools, persons and operations handlers

  Add, suppress or update primary resources: documents, tools, persons and operations

6c.3.1 Organize I part (for D,T, P, O types)

  Add suppress or modify secondary resource handlers ( editors, publishers , interpreters) for interfaced documents, tools, persons and operations.

  Add, suppress or update interfaced resources (documents, tools, persons and operations).

6c.3.2 Organize A part (for grouping, integrating and orchestrating aggregates)

   Add suppress or modify tools for aggregate management (structure editors, resource binders, support and control editors explorers, generators, data viewers etc)

  Add, suppress or update aggregates (K references, aggregate structure, component concretizations, support and control data)

6c.3.3 Organize LKMS part 

 Prepare the LKMS modifier for later adaptation

6c.3.4 Organize LKMA part (libraries and handlers: editors, administrators, explorers)

   Modify the LKMA handlers and library structure.

  Add, suppress or update a component placed in the LKMA library 

6c.3.4 Organize LKMP part (libraries and handlers)

    Modify the LKKP manipulation and library structure.

    Add, suppress or update a component placed in the LKMP library 

6c.4 Organize support

Preparing the support for global LKMS use 

6c.5 Organize control

Preparing the control part for the LKMS use  – depending on the destination (embedded, linked, autonomous) 

6c.6 Note, produce traces and receive support 

a. The technologist may annotate his construction activity

b The LKMS constructor used in the composition process may intercept and save some composition activity traces.  

c The LKMS composition activity, observed directly or using the traces may be supported by tools (for example metafunctions) or by specialized actors (for example - assisting engineers).

6c.7 Save , leave, suspend, resume LKMS construction in the LKMS library 

   A LKMS in construction may be saved in the LKMS core library

   As for any other aggregate composition, the LKMS construction may be done in several sessions, the technologist suspending or resuming the composition cascade. 

   If the composition is cooperative, we may speak about leaving a session continued by another technologist.  

   The modification of an active LKMS is more problematic and should be defined carefully.

b Facilitator (engineer)- operations

6c.8 Give LKMS construction support

   The composition may imply assistant engineers, working synchronously or asynchronously.   Seeing the LKMS composition activity as a use of a "LKMS composition support aggregate" (for example, a meta-function) the support can be treated as an execution phase. We will speak about: observing, guiding, evaluating and replacing the LKMS composer, eventually by exploring cooperatively the LKMS composition support meta-aggregate.  

6cB Prepare (adapt) LKMS for host installation

a LKMS Administrator operations

   The LKMS templates are re-usable structural models with a certain degree of flexibility in the template instantiation. The LKMS administrator may define particularizations of every executable LKMS instance, adapting it to the use context. This can be done in one or many LKMS instance preparation sessions. As any procedure, a (cooperative) LKMS instance preparation is possible (eventually driven by a "LKMS preparation meta-aggregate"- composed previously). 

   The appropriate parts of the LKMS handler are used for the adaptation operations.  

6c.9 Chose a saved LKMS template and create an instance

   The LKMS administrator begins by choosing a LKMS template, usable as an instance generation support (from the first core library).  

6c.10 Prepare the LKMS instance (extend edition)

   He may adapt the LKMS for core or external activation (parameterization, concretization, composition extension), decide the thin-fat-heavy alternative and the deployment context and finally, install the instance it in the use context (third core library or external host) .

6c.11 Note, produce traces and receive support 

As any other meta-managed activity. 

6c.12 Save , leave, suspend, resume LKMS adaptation in the LKMS second library 

   A LKMS in adaptation may be saved in the LKMS second core library. As for any other aggregate composition, the LKMS construction may be done in several sessions, the administrator suspending or resuming the composition cascade. 

   If the composition is cooperative, we may speak about leaving a session continued by another administrator.  

6c.13 Activate the LKMS 

   The LKMS instance is activated, for working in embedded or external (linked or autonomous) modes

6c.14 Core use analyze and feed-back 

   The LKMS administrator is, in the same time, a LKMS manager and a core use analyst (on the core life cycle track). He may analyze the core use for producing and managing LKMS and make some feed-back propositions 

b Facilitator (technologist) operations

6c.15 Give LKMS construction support

   The adaptation may imply assistant technologists, working synchronously or asynchronously.   Seeing the LKMS adaptation activity as a use of a "LKMS adaptation support aggregate" (for example, a meta-function) the support can be treated as an execution phase. We will speak about: observing, guiding, evaluating and replacing the LKMS administrator, eventually by exploring cooperatively the LKMS adaptation support meta-aggregate.  

6d LKMS use and LKMA construction and preparation
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Figure: 6e LKMS use and LKMA construction and preparation

   The TELOS designers (for example an educational author) may use a LKMAx constructor and some "raw material" (secondary rssources) placed in an embedded or external LKMSx. They may also use a core LKMA constructor and core raw material. They compose a LKMA template that can be placed (and modified) in the first LKMA library of the core or of the constructing LKMS (embedded or external).

   The "template" form of an LKMA is only a model that may be reproduced, with some adaptations and concretizations to produce LKMA- instances. This is the task of the LKMA administrator.    Declaring new instance preparation chains (and working in second LKMA library), he will produce a final LKMA instance form that can be activated in the core tertiary LKMA library, in the LKMA library of the embedded or external constructor LKMS x, or as an autonomous LKMA.

6dA Use core or LKMS to compose or modify thin fat or heavy LKMA template

a Designer operations

6d.1 Organize K referential layer

   Generally, the semantic referential used in a LKMA already exists in a LKMS or core context. However, sometimes we may provide a local semantic reference (ontology, conceptual maps, thesaurus, catalogues, indexing keys, etc) or a local "add-on" document, completing (adapting) an external reference. The must interesting case is the LKMA used for an emergent modification of a semantic model.

6d.2 Define structure  

   The central part of any LKMA is his aggregate definition (in the thin case, it may be the only part). It may consist in only one aggregation layer (conforming to the collection, fusion, project, function or other aggregation types), or in a recursive cascade of aggregate definitions (for example a collection of function aggregates). 

6d.3 Organize LKMA package content

  Add, suppress or update the aggregated resources (for a fat LKMA): interfaced documents, tools, persons and operations.

  Add resource handlers (for a heavy aggregate): documents, tools, persons and operations handlers

  Add or modify a LKMA modifier and organize if a real-time adaptation capacity is desired

  Modify the LKMP library and handlers.  

6d.4 Organize actor access and control layer

   Preparing the control for the LKMA use– depending on his activation type (embedded, linked, autonomous). Define the C part of the LKMA declaration layer- for thin LKMA. Add the C part of the LKMA components layer: control data (protocols) - for fat LKMA. Add C handlers (for heavy autonomous LKMA) or C handler clients (for heavy linked LKMA). Compose the C part of some KRASC systems present in the aggregates library.

6d.5 Organize support

  Preparing the support for the LKMA use. Define the S part of the LKMA declaration layer- for thin LKMA). Add the S part of the LKMA components layer: support documents rules- for fat LKMA.

Add S handlers (for heavy autonomous LKMA) or S handler clients (for heavy linked LKMA) 

Compose the S part of some KRASC systems present in the resources or aggregates library

6d.8 Note, produce traces

   The LKMA designer may annotate his activity (mark his advancement or make some other annotations about the composition process). This data is not included in the final aggregate, but is observable by the same or other composition sessions.   

   The LKMA constructor used in the composition process may intercept and save some composition activity traces.  

6d.7 Cooperate and receive support 

  The LKMA composition activity (observed directly or by traces) may be cooperative and may be supported by systems (for example metafunctions) or by specialized actors (for example by assisting technologists).

6d.8 Save, leave, suspend, resume LKMS construction in the first LKMS library 

   A LKMA in construction may be saved in the first LKMA core library

   As for any other aggregate composition, the LKMA construction may be done in several sessions, the designer suspending or resuming the composition cascade. 

   If the composition is cooperative, we may speak about leaving a session continued by another designer. 

6d.9 Publish template

    When the construction process is finished the LKMA is published (placed in the LKMA second library of the core, of the embedded constructor LKMS or of the external constructor LKMS)

b Facilitator (technologist) - operations

6d.10 Give LKMA construction support

   The composition may imply assistant technologists, cooperating synchronously or asynchronously.   Seeing the LKMA composition activity as a use of a "LKMA composition support aggregate" (for example, a meta-function) the support can be treated as a meta-function execution. We will speak about: observing, guiding, evaluating and replacing the LKMA composer, eventually by exploring cooperatively the LKMA composition- support meta-aggregate.  

6dB Prepare (adapt) LKMA for host installation

a LKMA Administrator operations

   The LKMA templates are re-usable structural models with a certain degree of flexibility in the template instantiation. The LKMA administrator may define particularizations of every executable LKMA instance, adapting it to the use context. This can be done in one or many LKMA instance preparation sessions, working on the second LKMA library. As any procedure, a (cooperative) LKMA instance preparation is possible (eventually driven by a "LKMA preparation meta-aggregate"- composed previously). 

   The appropriate parts of the LKMA handler and LKMA raw material are used for the adaptation operations.  

6d.11 Chose a published LKMA template and create a new instance

   The LKMA administrator begins by choosing a LKMA template published the second LKMA library (of the core or the constructing LKMS), usable as an instance generation support. He declares any new LKMA instance, based on the chosen template. Once declared, an instance may be edited, in a chain of instance preparation sessions- working on the second LKMA library. 

6d.12 Prepare the LKMA instance (extend edition)

   He adapts the LKMA for core or external activation (parameterization, concretization, eventually a composition extension), decides the thin-fat-heavy alternative (if the edition gives him this flexibility) observes the deployment context and finally, installs the instance in the use context (third LKMA library: core, embedded in the constructor LKMS (core or external) or autonomous on a remote host.

   The amplitude of the adaptation process depends on the flexibility foreseen by the LKMA composer. In some cases, the possible modifications may be minimal (the template "aggregate" is already fine tuned). In other cases, the modifications may be profound, continuing the template composition process at the instance level.  

   The must important instance preparation act is the concretization of some abstract template-resources to contextualized instance- resources (participants, tools, documents etc.).  

Important observation:

   The concretization process may be distributed between the composing, preparing and using phase, conforming to various organization strategies ("life cycle modes"). 

6d.13 Note, produce traces and receive support 

   As any other meta-managed activity. 

6d.14 Save, leave, suspend, resume LKMA adaptation in the LKMA second library 

   A LKMA in adaptation may be saved in the second core library. As for any other aggregate preparation, the LKMA adaptation may be done in several sessions, the administrator suspending or resuming the adaptation process.  If the preparation is cooperative, we may speak about leaving a session- continued by another administrator.  

6d.15 Activate the LKMA 

   When an instantiation process is finished, the manager "closes" the instance editing chain and activates the instance for execution. For some types of LKMA aggregates, this step may imply a LKMA "compilation", producing an "executable LKMA". 

  The LKMA instance is integrated in the third LKMA library (core, embedded LKMS, external LKMS) or  placed in an external context.

6d.16 Core use analyze and feed-back 

   The LKMA administrator is, in the same time, a LKMA manager and a LKMS use analyst (on the LKMS life cycle track). He may analyze the LKMS use for producing and managing LKMA and make some feed-back propositions 

b Facilitator (designer)- operations

6d.17 Give LKMA construction support

   The adaptation may imply facilitators, cooperating synchronously or asynchronously with the administrator.  Seeing the LKMA adaptation activity as a use of a "LKMA adaptation tool" (for example, a meta-function) the support can be treated as a meta-function execution phase. We will speak about: observing, guiding, evaluating and replacing the LKMA administrator, eventually by exploring cooperatively the LKMA adaptation- support meta-aggregate.  
6e LKMA use and LKMP construction and administration
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Figure: 6f LKMA use and LKMP construction and administration

   The end users of a core integrated, embedded LKMS integrated, external LKMS integrated or autonomous active LKMA instance are the learners and the facilitators that participate to LKMA "sessions"- composing an LKMA use chain. 

  This activity may produce knowledge and instance resources. 

  Some LKMA results (annotations, learner documents, evaluations etc.) may be edited by the participants, other (traces) may be deduced by the observing TELOS agents (placed in the autonomous LKMA, in the sustaining LKMS, in the sustaining core or in the kernel). 

  The instance results are normally placed in the data layer of the executing LKMA

  These results may be transferred in LKMP libraries : Learning Knowledge Management Products (Portfolios) 

A Operate (learner)

6e.1 Find and access a LKMA instance

   The learner begin a session accessing an active LKMA instance, placed in the core LKMA library, in the LKMA library of a core LKMS, in the LKMA library of a external LKMS or in external autonomous position.

   If he resumes the use of an interrupted instance exploration, he will dispose of the corresponding LKMA saved data.

   An instance participant can be added to a cooperative session already opened by another instance partner

6e.2  Explore LKMA instance

   The LKMA exploration depends on the aggregation formula and cooperative facilities.

   In the collection case, it may consist in choosing and using collection elements.  

   In the fusion case- the structural relations will reduce the learner freedom (...and disorientation). 

   In the project case, every learner may dispose of special exploring interface, conforming to his project role.

   In the function case, the learner will be guided by the model of the operational flow.

6e.3 Cooperate with session partners

  If the LKMA provides cooperation (synchronous and asynchronous), every participant may be helped in coordinating his activities with his partners, acting in the same, previous or later instance sessions.

  Sometimes the partners are working on different operations, sometimes they make a parallel approach to the same operation, and sometimes they are cooperating inside the structure of an aggregate actor. 

6e.4 Receive support

  The executing learner may use the support prepared in the S part of the LKMA or delivered by the supporting session or instance partners.  

6e.5 Concretize some instance resources

   Te LKMA instance user may concretize some resources (documents, tools, partner executors). These "instance time concretizations" allow the adaptation of the LKMA to the context of this actual use. 

   It also may be a mechanism allowing the transmission of produced objects between instance participants.  

6e.6 Use component resources and produce learner resources (documents, tools, aggregates, etc)

 The main purpose of the LKMA is to facilitate the access to the component resources.  The facilitation may consist only in the organization of a selective interface allowing the opening of the resource (tool, document, service, user communication). 

   The TELOS resource controllers may also offer other resource manipulation services (access negotiations, download, installation, decoding, on the fly dependence solving, action interception and logging, scripted events injection, inter-resources parameter propagation, concurrent use solving, Q.O.S. adaptations etc.).  

   Some resources (acting as editors) may help the learner to produce results (documents, tools etc) usable later by another session (instance) operation, by an analyst observing the resulting data or by a LKMP administrator. 

6e.7 Produce intercepted traces  

   Some LKMS sustaining an LKMA session may intercept the user actions (depending on the declared instance ethic politic). These "interceptions" may be used by the user observing his own advancement in the same or previous sessions, by a session or instance partner (connected simultaneously or later), by a LKMA data analyst or a LKMP administrator. 

6e.8 Mark notes (advancement and annotations)

   The learner may declare explicitly his advancement and make related annotations. These "notes" will complete the "interceptions" and the "evaluations" forming the instance "data".

6e.9 Learn

  This cognitive operation is not managed explicitly by TELOS, but form his main goal and represent its organization key. 

   The LKMA may provide some tools for the evaluation of the learning results or may make same deductions about the knowledge evolution using "the learning by doing presumption".  

6e.10 Add results to a LKMP

     The learner may add some instance results to a learning product repository (portfolio): LKMP, placed in:

1  the core LKMP's library

2  the library of a core embedded LKMS 

3  the library of a core embedded LKMA 

4  the library of a LKMA embedded in a core LKMS  

5  the library of a external LKMS 

3  the library of a LKMA embedded in a external LKMS

4  the library of a external autonomous LKMA  

8  autonomous position

6e.11 Manage the LKMP 

     The learner may manage his personal portfolio. 

B Support (facilitators)

   They may act as planned actors, in the same session as the supported learners or in other sessions of the same LKMA instance. 

6e.12 Observe LKMA use

   Any support activity (planned or launched by a service request) may begin with the observation of the previous instance activities (in the current open sessions or closed sessions of the same instance, or even in other instances of the same LKMA template).

   This observation depends of the awareness possibilities offered by the LKMA cooperative explorer: perceive the partner presence and actions, see the notes and the interceptions, access the produced resources. 

6e.13 Guide LKMA use

   The supporting session or instance partner uses the communication possibilities of the cooperative LKMA explorer to guide the learner in his activities (by synchronous and asynchronous messages).

6e.14 Execute some support operations

      Some support may consist in actions, beyond the simple message delivery: executing some operations, adapting some parameters, preparing some conditions etc.

6e.15 Make annotations and evaluations

   The supporting actor may make observations about the learner (and eventually his own) activities. He also may evaluate the learner competence or modify some K data, according to his mandate. He may compose some evaluating resources (documents).

   These elements may be placed in the LKMA data layer and added later to some LKMP.

C Manage instance sessions (learners and facilitators) 

6e.16 Open instance execution

   The user (learner or facilitator) witch starts the first session of an active instance, open this instance execution chain.    

6e.17 Close instance execution

   The user (learner or facilitator) witch considers that the instance execution chain is completed, declares the closure of the instance. Only the view facilities remain available, as a natural way for observing instance results.     

6e.18 Suspend the active session of an instance

   The learners or the facilitators may suspend an instance session, if they are the only active users and they decide to quit the current exploration.  

6e.19 Resume a suspended instance in a new session 

   If a user wants to continue the exploration chain of a suspended instance he must resume the instance, opening a new session. 

6e.20 Join an active session

      A user may join a cooperative exploration of an already active session (currently used by other users). 

6e.21 Leave an active session

      A user may leave a cooperative exploration of an active session that is continued by other active users. 

D Analyze LKMA results and manage LKMP (LKMP administrator)

6e.22 Analyze LKMS data 

  The data (traces, annotations, documents, products) resulted from an instance exploration (closed or not) may be accessed for analyze by a results administrator. It is possible that the data analyst uses the data view facilities of the LKMA explorer, working on a closed instance. Some other data analyze tools may be used. 

6e.23 Produce observations and propositions

   The LKMS analyst mat produce documents reflecting his conclusions (reports, statistics, LKMA or LKMS change requests etc).  

6e.24 Manage LKMP

    The product administrator may change the content of a some LKMP, depending on the privacy policy. 

6e.25 Correlate LKMP and resources libraries

    Some products may be promoted from a LKMP to a system resource library. In this case, the LKMP products may be replaced with pointers to actual resources, placed in the shared library

6e.26 Correlate LKMP and user accounts

    Some LKMP products (data about instance exploration and their intellectual and material results) may sustain an update of the user accounts. 
7 Vision about system development 
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Figure: 7a Potential contributions-2005

T1: Basic service, primary resources and LKMP management, grouping and fusion aggregation; secondary resource interfacing?

T2: Orchestrating aggregation, Operation management. LKMA management, actor and operation organization? 

T3: Basic service, person and LKMP management, support layer for aggregates and tertiary resources?

T4: K layer organization, resources metadata management 

T5: Kernel QOS adaptation and other services, resources and client interfaces 

T6: All parts

7b TELOS Architectural integration principles
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Figure: 7b TELOS Architectural integration principles
Sc1 User, client and data integration    
   The integrating user must combine some services offered by the TELOS servers (Tn-S). He takes advantage from the fact that the client's parts of the applications (tnc) work on the same machine. He may tie them en cascade or in parallel, realizing a conceptual integration (connection by sense) with the help of some scenarios delivered by T6-S, etc.). Sometimes de can use in an application the data produced by another (connection by data files). 

 If de client desktop allows a technical integration tool (as the browser DOM, the Windows Shell or OLE, the DCOM-J2EE managers, the Java machine etc.) the TELOS designers may compose some aggregates, wrapping some clients TELOSn clients, tied by the connections made possible by the aggregator  
Sc2 Server services integration 

    The 5 TELOS teams enrich the Tn-S servers with Tn-S "ports" that allow the delivery and de call of external services et the server level. These ports may interact using a specialized server services manager T6-p. That permits to the user of a service to obtain (and integrate in the operation chain) a service m, without opening his client interface.  

    Even when the integration is done only with an untied scenario managed by T6, the user may obtain the services m by doing a call from the client n or from the scenario interface. In the aggregates are used, the services obtained by the incorporation of the client parts may be combined with those obtained calling the services ports.  

sc3 Component integration 

 

    The T1-5 teams establish a common architecture based on a "components interoperation bus".  A general aggregator allow the static or dynamic composition of any new Telos module TX, using the components manager to ensure the correct functioning of the client (tX-C) and server (tx-S) parts of the TeloxX module. Even if the T1-5 modules are not obtained using the general aggregator, they must respect the conventions that guarantee the correct functioning of the component manager. The TELOS component library allow to any team to integrate a component Cmk produced by a team m  

4 Questions

 

  A What combination of those 3 integration principles (or others) should we choose?

  B When do we want that the selected principles be concretized in a TELOS integration precise specification

  C What will be the influence of the integration specification process with the T1-5 prototypes development?  
7c Complementary explanations
8c1 GEFO prototype as a specification driver

8c2 Recursivity and metafunction

8c3 From a use case inspiring a module design  to a use case piloted by the module

8c4 TELOS development- vision 2003

8c5 TELOS development –vision 2004

8 Summary of concepts

Observation: These are the definitions of the terms presumed by this architectural framework presentation, used as a problem adapted vocabulary. They do not pretend at universal validity or to be considered automatically in the TELOS glossary. In any explanatory discourse, the use of current vocabulary terms for specific purpose may generate ambiguities- resolved generally by the context.

Aggregate: a global entity obtained by grouping, integrating or orchestrating his components (interfaced resources and aggregates)

layers:  division of an aggregate structure, from abstract declarations to the real items and their handlers 

- data: the results of the exploration 

- components: the aggregated items


- declarations: the abstract definition of the aggregate parts

- handlers : the tools allowing the exploration of the components

parts: conceptual division, conforming to the role played in the aggregate morphology

- A: structure declarations, sub- aggregates and aggregate handlers



- C: control declarations, documents (protocols), agents and control handlers 



- K: knowledge declarations (semantic indexing), documents (references) and knowledge handlers
- R: component resource declarations, actual items library and resources handlers


I-D interfaced documents

 
I-T interfaced tools


I-P interfaced persons


I-O interfaced operations

- S: support declarations, documents (rules), agents and support handlers

scale: results from the layer composition and influences the autonomy of use (integrated, linked, autonomous) 



- fat: contains declaration and components layer; the execution is based on remote handlers



- heavy : contains all the layers; the execution is autonomous



- semi-heavy : contains all the layers, but only clients for remote handlers



- thin: : contains only the declaration layer; the execution is based on remote resources and handlers
stage: various states in the aggregate life cycle

- active instance: sustaining a exploration

- managed instance: a form adapted to the use context, capable of sustaining an exploration 

 
 - archived instance: offering information to post exploration analyses

-  editable template: a model usable for producing instances, with more or less adaptation flexibility 


type:

 

- collection: group of objects



- flowchart: orchestration of objects and processes


- function: orchestration of objects, persons and processes


- fusion: integration of objects


- metagroups: group of groups



- metafunctions: functional orchestration of functions


- metafusion:  integration of fusions


- public: group of persons



- project: integration of objects and persons


- space: group of objects and persons



- teams: integration of persons


- workflows: orchestration of persons and processes
Aggregator: a system extension tool, allowing the composition of an aggregate from a group of components
parts: functional division of an aggregator tool  

- analyzer: allows the observation of the instance exploration results
 

- editor: allows the composition of the aggregate template 

- explorer: allows the utilization of an aggregate instance

- manager: allows the management of the aggregates library and the preparation (adaptation, concretization) of instances for the exploration

sources: the secondary resources united by the aggregate



- aggregate: other aggregates (of the same or other types) may be included



- interfaced object: encapsulation of a physical structure, more or less elaborate, but without conscience and free will 



- interfaced process: encapsulation of a transformation (dynamic) phenomena (system change)   


- interfaced person: encapsulation of a an entity with conscience and free will for witch the learning system is dedicated

Aggregation: the process of forming a global coherent entity from included entities

actor: participant in the aggregation lifecycle

analyzer: person observing the use and making amelioration propositions 


composer: person producing the template aggregate


explorer: person using the instance aggregate


facilitator: person giving help to the aggregate composer or manager or explorer

manager: person producing the instance aggregates by particularization of a template

phase: step in the aggregate life cycle 

- analyze: observation of exploration results

- composition: production of a template aggregate 

- exploration: using an aggregate instance and producing exploration results
- instance preparation: creating an aggregate instance from an aggregate template
(+ session: concrete manifestation of a phase, eventually resuming a previous suspended session)

principle: the coagulation schema used for forming the aggregate

-grouping: forms a group (set) of entities selected by some useful criteria (goal, owner etc)

- from documents and tools: object groups (collections)



- from persons- person groups (publics, categories)  

 


- from persons and objects: resources groups (spaces)




- from other groups: group groups (meta-groups)

-integrating: organizing a  system of inter-cooperating entities, acting as a coherent whole 




- from documents and tools: object systems (fusions) 

  


- from persons: person systems (teams) 




- from persons and objects: resources systems (projects)




- from other systems: system –systems (meta-systems)

  

- orchestrating : a process oriented aggregation, based on a orchestration  model, coordinating the "participant" entities

- from documents (tools) and operations: object orchestration (flowcharts) 

  


- from persons and operations: person orchestration (workflows) 




- from persons , objects and operations: resources orchestration (functions)



- from other orchestrations:  meta-functions

Actor- an user, playing basic, life cycle or generation cascade roles

(basic roles)

partner: a non-TELOS user asking or delivering basic services

(life cycle roles)

composer: a non-TELOS user asking or delivering basic services
manager: a non-TELOS user asking or delivering basic services
explorer: a non-TELOS user asking or delivering basic services
analyst: a non-TELOS user asking or delivering basic services

(generation cascade roles)

administrators: administrate core, LKMS, LKMA, or LKMP

designer: use LKMS/compose LKMA

engineers:  modify core 

facilitator: assist another actor (technologist, designer, learner, administrator)

learner: explore LKMA and compose LKMP

participant: ask or deliver a basic service

technologist: use core and compose LKMS 

Agent:  an interface distributed by the kernel and communicating with it, allowing the connection of a person or system and eventually representing them

connection: before participating in service communication an agent must be installed (activated) 

(system) agent connection:  the object controller equips a system with an agent interface

   

(user) agent connection: the user connector equips the user with an agent interface


services: the inter-operation phenomena,  manifested in the agent layer 
   

service declaration: the agent representing an actor declares a disposable service

   

service delivery: the agent representing an actor delivers a declared service

   

service request: the agent representing an actor requests a service

   

service reception: the agent representing an actor receives a requested service


types:

system (object) agent: the object communication interface and representative

   

user (person) agent:  the person communication interface and representative

Control part: The part of a TELOS system resolving the systems (objects and persons) coordination 

of an aggregate: control declarations, data items (protocols, agents etc) and control handlers

principles: various coordination formulae materialized in "interaction protocols" 

Core regions: resources libraries and handlers  


primary resource region


secondary resource region


tertiary resource region


main core region

Kernel: the communication infrastructure of TELOS, implementing the "educational services bus" 


agent distributor and coordinator

human agent distributor: allows the connection of a user by providing him with the appropriate user agent
system agent distributor: allows the connection of an object (system) by providing him with the appropriate system agent
   

agent coordinator: allows the communication between the agents representing (interfacing) the actors 


service servers and application distributors: distribute resources for direct manipulation or clients for client-server operations


general resource controller- facilitate the manipulation of resources 


import-export manager- make adaptations for inter-cooperation with other norms

Knowledge


aggregate part: Knowledge declarations (semantic indexing), reference documents and handlers for actors, resources and activities
competence: a qualitative or quantitative characterization of the mastery with respect to an indexed knowledge 

coordinate: the semantic indexation of an actor, resource or activity with respect to a knowledge reference system 

descriptor: part of a metadata document containing knowledge-coordinates and competence information

equation (condition): rule describing the necessary knowledge distribution between the actors and the resources participating in an activity 

organization principle: various reference schema: thesaurus, ontology, conceptual graphs, taxonomy, etc.
reference: a system of knowledge organization used for the semantic indexation of actors, resources and activities

zones: division of K data based on utilization aspects 

  

- administrative: semantic reference for the administrative restrictions of resource use 

   

- domain: semantic reference for the content description of informational resources 

  

- technical: semantic reference for the technical restrictions of resource use 

LKMS- learning and knowledge management system produced from de core

Product- a learning system produced with TELOS tools and extending his core in 3 steps cascades: LKMS, LKMA and LKMP


libraries -  

- core LKMS library 

- core LKMA library

- core LKMP library

- LKMA library in core LKMS

- LKMP library in core LKMS

- LKMP library in LKMA library in core LKMS

- LKMA library in external LKMS

- LKMP library in external LKMS

- LKMP library in LKMA library in external LKMS

- LKMP library in external LKMA 

- autonomous LKMP library 
Resource: entity usable for a learning purpose

   
primary: without TELOS adaptations

- document: data produced with an editor
- tool : object usable for some activity, "application" - if it is a computer tool

- person: disposing of conscience, free will and a natural communication possibilities

- operation (service): useful process

secondary: with TELOS adaptations for organizing their life cycle



- interfaced: interfaced documents, tools, persons, operations
- aggregate: composed resource 


tertiary (product): produced in a TELOS cascade

LKMA- leaning and knowledge management applications

LKMS- learning and knowledge management systems

LKMP- learning and knowledge managed products 

RUP: software engineering method, used in the TELOS developing cycle, centered on the project evolution based of the reformulation of the guiding use cases

Services: TELOS actors and partners interact remotely- synchronously or asynchronously


scope:


exported : Connecting an external partner actor with a providing TELOS actor
   

external: Connecting an external partner actor with an external partner actor
   

imported : Connecting a requesting TELOS actor with an external partner actor

   

internal: Connecting a requesting TELOS actor with a providing TELOS actor

 type: 
K services: semantic indexation, translations, referential fusion etc; 

R services : find, obtain, adapt, annotate, use a resource etc.;

A services: find, edit, manage, explore and analyze an aggregate; 

S services: edit or use some remote support

C services: edit or use some remote coordination

Support

   Part of an aggregate: Support declarations, data items (rules data, helping agents) and handlers
   Principle : the organization of the support intervention
Advice: by agents offering contextual messages

Assistance: by human guides, offering indications, explanations and interventions

   
Equipment: by offering facilitating tools
   
Explanation: by preparing help documents and messages): 


Matching:  by finding the optimal support resource (person , agent or object)
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Ontogenesis: the process of an individual organism growing organically; a purely biological unfolding of events involved in an organism changing gradually from a simple to a more complex level 

The management chain may operate on:

- primary resources 

- secondary resources (prepared for use and aggregation by wrapping, filtering, scripting or extracting)

- aggregates (obtained by grouping, integrating or orchestrating some component resources) 

2 The generic resource life chain begins with the creation process. 

A composer creates (edit, compose) a reproducible resource ( a “class”)- using an authoring (composing) tool

3 In the management phase, an administrator actor (a person or a team) may place the class-resource in a repository, compose a metadata characterization (including semantic indexing) ,  produce a certain number of “instances” (versions of the model-resource obtained by parameterization, concretization, adaptation etc.) and activate an instance for the use phase. 

4 A resource explorer finds and use a resource , producing exploration traces (notes, logs, products-if the resource is an editor etc.).  

5 Finally, the analyze phase allows to an analyst to observe the exploration and to offer some useful feed-back to the other chain participants.  

6 All the participants and the tools implied in the chain may be equipped with agents (interfaces) connecting them to the services bus.   
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3f Position and structure of tertiary resources
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Example: function- modeling the ADISA-EXPLORA chain
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See the explanation in the annexed document










_1170834104.ppt
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Function- aggregate structure
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7b TELOS Architectural integration principles
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Sc1 User, client and data integration    

   The integrating user must combine some services offered by the TELOS servers (Tn-S). He takes advantage from the fact that the client's parts of the applications (tnc) work on the same machine. He may tie them en cascade or in parallel, realizing a conceptual integration (connection by sense) with the help of some scenarios delivered by T6-S, etc.). Sometimes de can use in an application the data produced by another (connection by data files). 

 If de client desktop allows a technical integration tool (as the browser DOM, the Windows Shell or OLE, the DCOM-J2EE managers, the Java machine etc.) the TELOS designers may compose some aggregates, wrapping some clients TELOSn clients, tied by the connections made possible by the aggregator  

2 Server services integration 

    The 5 TELOS teams enrich the Tn-S servers with Tn-S "ports" that allow the delivery and de call of external services et the server level. These ports may interact using a specialized server services manager T6-p. That permits to the user of a service to obtain (and integrate in the operation chain) a service m, without opening his client interface.  

    Even when the integration is done only with an untied scenario managed by T6, the user may obtain the services m by doing a call from the client n or from the scenario interface. In the aggregates are used, the services obtained by the incorporation of the client parts may be combined with those obtained calling the services ports.  

sc3 3 Component integration 

 

    The T1-5 teams establish a common architecture based on a "components interoperation bus".  A general aggregator allow the static or dynamic composition of any new Telos module TX, using the components manager to ensure the correct functioning of the client (tX-C) and server (tx-S) parts of the TeloxX module. Even if the T1-5 modules are not obtained using the general aggregator, they must respect the conventions that guarantee the correct functioning of the component manager. The TELOS component library allow to any team to integrate a component Cmk produced by a team m  

4 Questions

 

  A What combination of those 3 integration principles (or others) should we choose?

  B When do we want that the selected principles be concretized in a TELOS integration precise specification

  C What will be the influence of the integration specification process with the T1-5 prototypes development?  



Annexe: Work coordination

T6 établit la gamme des composantes Cn et définit les normes d’interoperabilité du bus de service

Chaque equippe x developpe un baterie de composantes Cnx, chacune rendant des services spécifiques et capable de inter-operer sur le bus de services TELOS

T6 valide les applications d’aggregation Ax experimentés par  chaque equippe autour de sa formule Fx propre, les composantes externe à integrer et les scenarios d’évaluation 

Chaque equippe construit une application d’aggregation Ax avec des composantes propres Cx et provenant des autres equippes

T6 établit les principes généraux d’agrégation des composantes et propose l’architecture du noyau N capable d’operationaliser les divers formules d’agrégation Fx experiemntés par les equippes T1-T5

Toutes les equippes participent à la construction du noyau TELOS permettant l’opérationalisation flexible des formules Fx experimentés au paravant

T6 propose l’application intégrante A démontrant la capacité de TELOS d’assemebler toutes ses composantes conformement à une variété de formules d’aggregation 
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1b-1 (view autumn 2004): TELOS support levels
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6d Core use and LKMS construction and preparation
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LKMS modifier

LKMA 

handlers

LKMP

 handlers

K library

K handlers

D,T library

D,T handlers

P library

P handlers

O library

O handlers

I library

I handlers

A library

A handlers

LKMA

handlers

LKMA library

LKMP library

Kernel

K library

K handlers

D,T library

D,T handlers

P library

P handlers

O library

O handlers

I library

I handlers

A library

A handlers

LKMP

handlers

LKMS modifier

LKMA library

LKMP library

13 activate

1 K ref

LKMS definition

LKMS definition

embedded LKMS

14 analyze

and feed-back













LKMS 

templates

in edition





A Use core to

compose LKMS

technologist





3 organize

LKMS parts

(resources and 

manipulators)

2  organize 

LKMS structure 

4 organize

 Support 

5 organize

Control (kernel) 

7 save, leave,

suspend,load, 

join, resume

6 Note, trace, 

receive support

engineers

8 Support





K part

D,T part

P part

O part

I part

A part

LKMA part

LKMP part

LKMS part























B Prepare LKMS instance

(core analyze and feed-back)

LKMS

admin





15 Support





concretize 

resources

9 create instances

 parameterize 







12 suspend,leave

join, resume

 save





10 extend edition



11 Note, trace, 

receive support



decide thin fat 

or heavy case
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Dual character of cascade operations





1 TELOS Kernel

3 Use core

Compose LKMS

4 Use LKMS

Compose LKMA

5 Use LKMA

(Compose LKSP)

2

Extend core

1

engineers

2

technologist

3

designers

5

facilitators

4

learners

2 LKMS library

2 LKMA library

2 LKMP library

3 external LKMS

4 external LKMA

5 external LKMP

3 embedded LKMS

4 embedded LKMA

5 embedded LKMP



6

admin

7 Administrate

2 Core libraries and

handlers (n)

prepare 

core 

analyze

exploration

explore (use)

core

compose 

core 

prepare 

LKMS

analyze

exploration

explore

LKMS

compose 

LKMS 

prepare 

LKMA 

analyze

exploration

explore

LKMA

compose 

LKMA

prepare 

LKMP

compose 

LKMP

facilitator

6d

LKMP

admin

2

technologist

6b

LKMS

admin

3

designer

6c

LKMA

admin

4

learner

1

engineers

6a core

admin

facilitator

facilitator

facilitator

facilitator

facilitator

facilitator

facilitator

construct LKMS

compose core

admin core

admin LKMS

construct LKMA

admin LKMA

construct LKMP

admin LKMP
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2 a TELOS taxonomy : “actors”, “operations” and “resources”

compose

prepare/

manage

use (execute,

explore)

facilitation

operation

 

analyze 

and react

core embedded

embedded in 

core LKMS

embedded 

in external

 LKMS

position

embedded in 

external LKMA

external

 (or LKMP)

operations

(predicate:

what does he do?)

actor

(subject:

who acts?)

resources

(complement :

on  what target?) 

Entities

primary

interfaced

aggregates

tertiary

documents

tools

LKMS

LKMA

Core

LKMP

group

orchestration

system

persons

agents

K index

documents

tools

persons

operations

secondary

flowchart

workflow

function

collections

public

space

project

team

fusion

metafunction

metasystem

metagroup

type

basic

life cycle part

generation 

cascade part

edit core

administrate core

construct LKMS

admin LKMS

construct LKMA

admin LKMA

construct LKMP

admin LKMP

sub-basic

service

declare

ask

deliver

receive

publish

find

distribute

wrap

group

orchestrate

index

others

operations

In instantiation

In composition

in use

in analyze











phase

thin

(declarations)

fat

(components)

heavy

(handlers)









structure

(abstract) 

actor

person

agents







public

typed

group

team







aggregate



interfaced

person



goal of use

Know ref. 

manipulation













Doc,Tools 

manipulation

Pers,Oper 

manipulation

Interface

manipulation



Aggregate

edit and explore

Support

 manipulation

Control

,manipulation

Interface

manipulation



LKMS manip

LKMA manip

LKMP manip

Core manip











 2 b Glossary (to update!!)



Aggregate: a global entity obtained by grouping, integrating or orchestrating his components

layers:  division of an aggregate structure, from abstract declarations to the real items and their manipulators 

		- declarations: the abstract definition of the aggregate parts

- components: the aggregated items

- manipulators : the tools allowing the exploration of the components

parts: conceptual division, conforming to the role played in the aggregate morphology

- A: declarations, sub- aggregates and aggregate manipulators

		- C: declarations, documents (protocols) and agents and control manipulators 

		- K: declarations (semantic indexing), documents (reference) and knowledge manipulators

- R: declarations, actual items library and resources manipulators

- S: declarations, documents (rules) and agents and support manipulators

	scale: results from the layer composition and determine the autonomy of use (integrated, linked, autonomous) 

		- fat: contains declaration and components layer; the execution is based on remote manipulators

		- heavy autonomous: contains all the layers; the execution is autonomous

		- heavy linked: contains all the layers, but only clients for remote manipulators

		- thin: : contains only the declaration layer; the execution is based on remote resources and manipulators

stage: various states in the aggregate evolution life cycle  

- class: a model usable for producing instances, with more or less adaptation flexibility 

		- instance: a form adapted to the use context, capable of sustaining an exploration 

		- result: the exploration productions may be viewed as a ultimate aggregate zone 

	type:

 		- collection: group of objects

		- flowchart: orchestration of objects and processes

		- function: orchestration of objects, persons and processes

		- fusion: integration of objects

		- metagroups: group of groups

		- metafunctions: orchestration of functions

		- metafusion:  integration of fusions

		- public: group of persons

		- project: integration of objects and persons

		- space: group of objects and persons

		- teams: integration of persons

		- workflows: orchestration of persons and processes

 

Aggregator: a system extension tool, allowing the aggregation of an aggregate from a group of components

parts: functional division of an aggregator tool  

- analyzer: allows the observation of the instance exploration results

 		- editor: allows the composition of the aggregate class 

- explorer: allows the utilization of an aggregate instance

- manager: allows the management of the aggregates library and the preparation (adaptation, concretization) of instances for the exploration

	sources: the entities united by the aggregate

		- aggregate: other aggregates (of the same or other types) may be included

		- object: a physical structure, more or less elaborate, but without conscience and free will 

		- process: a denomination for a transformation (dynamic) phenomena (a system change)   

		- persons: an entity with conscience and free will for witch the learning system is dedicated

 

Aggregation: the process of forming a global coherent entity from included entities

actor: person participating in the aggregation lifecycle

	assistant: person giving help to the aggregate composer

	composer: person producing the class aggregate

	explorer: person using the instance aggregate

	guide: person giving help to the aggregate user

	manager: person producing the instance aggregates by particularization of a class

phase: step in the aggregate life cycle 

- analyze: observation of exploration results

- composition: production of a class aggregate 

- composition preparation: preparation (instrumentation etc.) of the composition process

- exploration: using an aggregate instance and producing exploration results

- instance preparation: creating an aggregate instance from an aggregate class

- session: concrete manifestation of a phase, eventually resuming a previous suspended session

principle: the coagulation schema used for forming the aggregate

-grouping: forms a group (set) of entities selected by some useful criteria (goal, owner etc)

- from documents and tools: object groups (collections)

			- from persons- person groups (publics)  

 			- from persons and objects: resources groups (spaces)

			- from other groups: group groups (meta-groups)

-integrating: organizing a  system of inter-cooperating entities, acting as a coherent whole 

			- from documents and tools: object systems (fusions) 

  			- from persons: person systems (teams) 

			- from persons and objects: resources systems (projects)

			- from other systems: system –systems (meta-systems)

  		- orchestrating : a process oriented aggregation, based on a orchestration  model, coordinating the "participant" entities

- from documents and tools: object orchestration (flowcharts) 

  			- from persons: person orchestration (workflows) 

			- from persons and objects: resources orchestration (functions)

			- from other orchestrations:  meta-functions

 

Actor- a TELOS (/compliant) system or user, playing TELOS general roles

Services: TELOS actors and partners interact remotely- synchronously or asynchronously

		scope:

   		exported : Connecting an external partner actor with a providing TELOS actor

   			external: Connecting an external partner actor with an external partner actor

   			imported : Connecting a requesting TELOS actor with an external partner actor

   			internal: Connecting a requesting TELOS actor with a providing TELOS actor

 type: 	K services: semantic indexation, translations, referential fusion etc; 

R services : find, obtain, adapt, annotate, use a resource etc.;

A services: find, edit, manage, explore and analyze an aggregate; 

S services: edit or use some remote support

C services: edit or use some remote coordination

	types

		aggregate actor- relative role, played in an aggregation life cycle 

		TELOS system actor : an object (eventually manipulated by an user) participating in TELOS physiology

core actor: a module implied in composing LKMS and delivering services

LKMS actor: a module implied in composing and exploring LKMA and changing services

LKMA: a module directly implied in learning and supporting activities, also producing LKSP

LKSP: some learning results may form an heavy LKSP, capable of participating in actor cooperation

Service client: a module implied in asking or delivering punctual services

external system: a non-TELOS system asking or delivering punctual services

		TELOS user actor : a human cooperating by TELOS, conforming to a global role 

engineer:  modify the core and change services

technician: compose LKMS  and change services

designer: compose LKMA  and change services

facilitator: assist the learner exploring an LKMA and change services

learner: explore an LKMA and change services

administrators: manage core, adapt LKMS, produce LKMA instances  and change services

participant: ask or deliver a punctual service

partner: a non-TELOS user asking or delivering punctual services

 

Agent:  an interface communicating with the kernel, allowing the connection of an actor and eventually representing him

connection: before participating in service communication an agent must be installed (activated) 

(system) agent connection:  the object controller equips a system with an agent interface

   		(user) agent connection: the user connector equips the user with an agent interface

	services: the inter-operation phenomena,  manifested in the agent layer 

   		service declaration: the agent representing an actor declares a disposable service

   		service delivery: the agent representing an actor delivers a declared service

   		service request: the agent representing an actor requests a service

   		service reception: the agent representing an actor receives a requested service

	types:

system (object) agent: the object communication interface and representative

   		user (person) agent:  the person communication interface and representative

 

Control: The part of a TELOS system resolving the systems coordination 

Part of an aggregate: declarations, data items (protocols, agents etc) and control manipulators

Principles: various coordination formulae materialized in "interaction protocols" 

Tasks : floor control for cooperative action, internal data and messages communication bus, communication with the other systems (trough the TELOS kernel). 

 

 

Core libraries: the TELOS central library of modules providing LKMS and LKMA aggregators, row material for potential aggregations,  and punctual educational services 

(K, R. S, A, C) manipulators library: tools usable for the manipulation (construction, management, exploration) of various aggregates, resources, products and services manipulators

   	(K, R. S, A, C) raw material library: tools usable as raw material for the construction of various aggregates and products  

 

Kernel: the communication infrastructure of TELOS, implementing the "educational services bus" 

	users connector: allows the connection of a user by providing him with the appropriate user agent

object controller: allows the connection of an object (system) by providing him with the appropriate system agent

   	agent coordinator: allows the communication between the agents representing (interfacing) the actors 

 

Knowledge

	aggregate part: Knowledge declarations (semantic indexing), reference documents and manipulators for actors, resources and activities

competence: a qualitative or quantitative characterization of the mastery with respect to an indexed knowledge 

coordinate: the semantic indexation of an actor, resource or activity with respect to a knowledge reference system 

descriptor: part of a metadata document containing knowledge-coordinates and competence information

equation (condition): rule describing the necessary knowledge distribution between the actors and the resources participating in an activity 

organization principle: various reference schema: thesaurus, ontology, conceptual graphs, taxonomy, etc.

reference: a system of knowledge organization used for the semantic indexation of actors, resources and activities

zones: division of K data based on utilization aspects 

  		- administrative: semantic reference for the administrative restrictions of resource use 

   		- domain: semantic reference for the content description of informational resources 

  		- technical: semantic reference for the technical restrictions of resource use 

 

LKMS(n)- learning and knowledge management systems produced from de core

 

Product- a learning system produced with TELOS tools and extending his core in 3 steps: LKMS, LKMA and LKSP

	core libraries - contains core included products (saved, or active)

- LKMS library , 

- LKMA library

- LKSP library

	layers: see aggregate layers

	parts:  see aggregate parts

scale:  see aggregate scale

stage:  see aggregate stage

	types:

LKMA- leaning and knowledge management applications

LKMS- learning and knowledge management systems

LKSP- learning and knowledge session products

 

Resource: entity usable directly or as row material for an explorable aggregate

Part of an aggregate: the declared resources , eventually included and accompanied by their manipulators

representative: form of considering a resource as an aggregate component

- descriptor: a metadata declaration (definition) of the resource, containing eventually pointers

   		- interface (client): an object allowing the remote utilization of the resource

   		- object: the actual item 

   		- pointer: the address of the actual item, passive or active  

   	type : many kinds of entities may be viewed as "resources"

- aggregate: a composed resource

   		- document: data produced with an editor

   		- person: resource disposing of conscience, free will and a natural communication channel

   		- product: element of the TELOS construction chain (LKMS, LKMA, LKSP)

   		- service: support for a useful process

   		- tool : object usable for some activity, "application" - if it is a computer tool

 

RUP: software engineering method, used in the TELOS developing cycle, centered on the project evolution based of the reformulation of the guiding use cases

 

 

Support

   Part of an aggregate: Support declarations, data items (rules data, helping agents) and manipulators

   Principle : the organization of the support intervention

Advice: by agents offering contextual messages

Assistance: by human guides, offering indications, explanations and interventions

   	Equipment: by offering facilitating tools

   	Explanation: by preparing help documents and messages): 

	Matching:  by finding the optimal support resource (person , agent or object)
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6e LKMS use and LKMA construction and preparation





Kernel:

K library

K handlers

D,T library

D,T handlers

P library

P handlers

O library

O handlers

I library

I handlers

A library

A handlers

Remote LKMA

Core modifier

core

LKMA handlers



LKMA 

templates

in edition





LKMA

active 

instance

LKMA 

Instance

In edition





LKMA core libraries

LKMS handlers



LKMP library

LKMP handlers

A Use core

 embedded or remote LKMS 

to aggregate LKMA

designer

B Prepare LKMA instance

(LKMS analyze and feed-back)

LKMA

admin

3 organize

package content

2 define

structure 

5 organize

 Support 

4 organize 

actor access 

and control 

8 save, leave,

suspend,load, 

join, resume

6 Note, 

produce  traces, 

technologist

10 Support

add

LKMA modifier

add

LKMP part

17 Support

11 create instances

14 suspend,leave

join, resume

 save, activate 

12 resume edition 

13 Note, trace, 

receive support

LKMP handlers

K comp

K handlers

D,T comp

D,T handlers

P comp

P handlers

O comp

O handlers

I comp

I handlers

A comp

A handlers

LKMA modifier

LKMP library

ress. core libraries













Resources and handlers

LKMS modifier

LKMA handlers

LKMP library

Kernel

LKMP handlers

LKMA  libraries

remote

LKMA

LKMS

included

LKMA

core embedded LKMA

remote LKMS

concretize 

resources

 parameterize 

decide thin fat 

or heavy case

15 activate

LKMA



LKMS lib



LKMA

lib

LKMS X

LKMA definition

1 organize 

knowledge ref

add K,D,T,O

components

add handlers

7 cooperate and 

receive support, 

9

publish template

16 analyze

and feed-back
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facilitator

operate

operator

Actor

TELOS core

2

3 generation

cascade

2 resource 

life cycle

1 basic operations

1

1 Kernel

7

participant

Asks

 agent

Asks/delivers 

service

connected

 user

U ag

System

Uses

 system

S ag

Asks

 agent

connected

system

1a-2 Basic operations (life moments)

3



1 An user (internal or external to TELOS) may launch a service processes by asking an appropriate agent (interface) to the TELOS kernel 

2 Equipped with the appropriate user agent (interface, broker) the user may ask or deliver a service. The Kernel coordinates the communication between the requestor and the executor agents- using a TELOS specific protocol. This “services bus” is placed above the classical telecommunication layers. 

3 The user may not act directly on a TELOS service interface, but on the interface of a specific application (TELOS or external) capable of asking an object (system) agent (interface) to the Kernel distributor.

4 Equipped with the appropriate agent (interface) , the system may participate to the dialog (asking or providing a service for/from his user)
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6c Core extension and administration

core

admin

modify core

libraries content

technologist

designers

learner

facilitator

3 modify core

handlers and 

library  structures

add an item

update an item

eliminate an item

propose or act

support

operate, delegate,

 supervise



Kernel

K library

K handlers

D,T library

D,T handlers

P library

P handlers

O library

O handlers

I library

I handlers

A library

A handlers

Core manager

LKMS handlers

LKMP handlers

LKMA handlers

LKMS library

LKMA library

LKMP library

1

engineers



modify core  





















1  modify core

structure

4 modify core

 support











5 modify

control (kernel)

7 save, leave,

suspend,load, 

join, resume



6 Note, trace, 

receive support



2  modify core

K referential 
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6f LKMA use and LKMP construction and administration



Kernel:

K library

K handlers

D,T library

D,T handlers

P library

P handlers

O library

O handlers

I library

I handlers

A library

A handlers

Core modifier

LKMA handlers



LKMA 

templates

in edition





LKMA

active 

instance

LKMA 

Instance

In edition





LKMA core libraries

LKMS handlers

LKMP library

LKMP handlers

LKMP handlers

K comp

K manipulators

D,T comp

D,T handlers

P comp

P handlers

O comp

O handlers

I comp

I handlers

A comp

A handlers

LKMA modifier

LKMA definition

ress. core libraries













Resources and handlers

LKMS modifier

LKMA handlers

LKMP library

Kernel

LKMP handlers 

LKMA  libraries

remote

LKMA

LKMS

included

LKMA

core embedded LKMA

remote LKMS

LKMP library



LKMA

 data

LKMA

 data

LKMP

 lib

LKMP

 lib

autonomous LKMP

repository

16 open

17 close

18 suspend

19 resume

20 join

21 leave

facilitators

13 guide

14 execute

15 note

B support

12 observe

learners

Use LKMA

(Compose LKMP)

9 Learn

A explore, 

learn,produce

8 mark notes

6 Use and compose

resources

3

cooperate

4

receive support

facilitator

notes

learner data

 and notes

2 explore

5 concretize 

resources

7 produce

traces

learner 

resources

1 access 

11 manage LKMP

10 Add resources

 to LKMP

LKMP managers

LKMP

 library

22 analyze LKMA 

data and resources

LKMP

admin

analyze LKMA

(administrate

LKMP)

24 manage 

LKMP

23 edit reports

 and propositions

propositions

25 correlate LKMP and 

resources libraries

26 correlate LKMP and 

user accounts

LKMA data



LKMS lib





LKMS X

LKMA

lib
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facilitator

operate

operator

Actor

TELOS core

2

3 generation 

cascade

2 resource 

life cycle

1 basic

operations

1 Kernel

Compose

class



composer

Editor

Prepare/

adapt

instance

manager

Manager

Explore

/use

 trace



explorer

Explorer

Analyze/

feedback

analyst

Analyzer

Extend core

1

engineer



 Use core

Compose LKMS

2

technologist

LKMS library

3 External LKMS

embedded LKMS

Use LKMS

Compose LKMA

3

designer

LKMA library

4 External LKMA

 embedded LKMA

Use LKMA

(Compose LKMP)

4

learner

LKMP library

5 Exteranl LKMP

 embedded LKMP

1a-4 Generation cascade (resources phylogenesis)

LKMS handler

LKMP handler

LKMA handler

Core modifier

3

Manage

LKMP

6

admin

5

facilitators

1

7

participant

Asks

 agent

Asks/delivers 

service

connected

 user

U ag

System

Uses

 system

S ag

connected

system

Asks

 agent

K handler

D,T handler

P handler

O handler

I handler

A handler

Knowledge

 library

Documents, Tools 

library

Person lib.

Operation. lib.

Interfaced 

resources library

Aggregated

resource library





Phylogenesis: Refers to a population of organisms. The life span of a population of organisms from pre-historic times until today. 

1 The system generation cascade may begin with some necessary modifications of the core parts, made by a TELOS engineer. Eventually this process may be organized as an aggregation chain. 

2 The second generation step is the construction of an LKMS, using the core parts, by a technologist. This operation may be organized as a specific aggregation process (having a creation, management, use and analyze phase).It may be also viewed as a use phase for the core aggregation chain. The activated LKMS  instances may work in the core context (included in the LKMS library ) or remotely (delivered). 

3 A designer may use an LKMS (or a directly a core module) to produce an LKMA class. As in other aggregation chains , this class may be used to produce usable instances, placed in the core LKMA library or delivered separately. The operation may be also viewed as a use phase for the LKMS aggregation chain. 

4 The use phase of the LKMA aggregation chain should cause an evolution to the knowledge of the executing learner and may also produce some material results (traces , notes, learner edited resources etc) usable in the analyze phase. If these “products” are used for other proposes, this operation becomes the creation phase for a LKMP life cycle. 

5 As for any participants or objects , the actors and the tools implied in the generation cascade may be connected by communicating agents, coordinated by the kernel.
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interf.  operations

composers

Compose

aggregates

5 find 

resources

Aggregate- template



interfaced tools

3 compose A

6 compose R

A Design phase

C Exploration phase 

orchestrate

group

other

integrate

aggregates

support

facilitator

12 test

int. documents



4 index K

7 Compose S

9 mark

10 intercept

traces

11 receive

 support

5cB Aggregation processes:  Composition phase



explorers



managers

resource

controller

resource 

retriever

B Preparation phase

interfaced  persons

TELOS products

13 suspend,leave

14 join, resume

15 save, publish

Prepare design

assistants

1-2 prepare

 16 support

8 Compose C

group

integrate

orchestrate

thin

fat

heavy

editors

orchestrate

group

other

integrate

orchestrate

group

other

integrate



D Analyze phase 

domain



tools

descriptor

item

interface

documents

descriptor

item

interface

operations

descriptor



interface

persons

descriptor



interface

Aggregate-

-templates

declaration

components

handlers

Aggregate

-instances

parameters

components

handlers

TELOS semantic reference

admin

LKMS

declaration

components

handlers

LKMA

declaration

components

handlers

LKSP

declaration

item

manager

technical

Fusions

Collections

Projects

Functions

Others

aggregates

cascade

products

prepared resources

Aggregate

-results

parameters

data

products

other

handlers

handlers

handlers

handlers
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composers

Compose

aggregates

5 find 

resources

Aggregate- template



explorer

operate

24 open

(join, resume)

Aggregate- Instance 

3 compose A

6 compose R

A Design phase

C Exploration phase 

orchestrate

group

other

integrate

support

facilitator

data

12 test



28 concretize

4 index K

7 Compose S

facilitator

33 learn

31 note

29 Use 

resources

26 cooperate

27 receive support

30 Compose 

25 explore

34 observe

35 guide

36 execute

37 evaluate

support

User 

product

Use aggregate

Save results

9 mark

10 intercept

traces

11 receive

 support

5cD Aggregation processes -exploration phase



explorers

instance

manager

 Prepare sessions

20 concretize 

resources

18 create (instances)

19 parameterize

or extend 



managers

resource

controller

resource 

retriever

17 chose

aggregate

21 suspend,leave

22 join, resume

23 activate, save 

B Preparation phase

Aggregate-template 

 aggregate-Instance 

32 intercept

13 suspend,leave

14 join, resume

15 save, publish

38 Save

Prepare design 

assistants

1-2 prepare

 16 support

8 Compose C

group

integrate

orchestrate

thin

fat

heavy

 39 close

(leave,suspend)

editors

orchestrate

group

other
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An actor operates on TELOS. He may be an singular user, an user assisted by a facilitator or a more complex team-actor.

An operation may be considered at 3 levels of granularity

1  Punctual service (may be part of a chain, planned or established emergently)

2  Resource life chain (may be part of a system generation cascade) 

3  Systems generation cascades 
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3aC Tertiary resources: LKMS, LKMA and LKMP libraries and manipulators
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The third region contains the manipulators and the libraries for the systems produced by main TELOS generation cascade.

1 The LKMS core libraries contain the LKMS constructed and managed with the LKMS manipulators (light green). 

The first library is dedicated to the LKMS templates (classes) still in composition phase (the LKMS edition may be multi-session and cooperative).

A template may be used to obtain many LKMS instances, using the particularization freedom to adapt the LKMS to different contexts (this feature is useful especially for preparing the deliverable LKMS- that will be discussed lately).

When the instantiation phase (that may be multi-session and cooperative) is finished, the LKMS is delivered or activated in the TELOS context. These “embedded” active instances are placed in the third LKMS library. 

Observation: If we will use only one library, we shall manage the evolution of an LKMS between the three phases   

An active LKMS may have a complex structure: 

- primary libraries and manipulators (K,D,T,P.O) 

- secondary libraries and manipulators (I, A)

- an LKMS modifier for later adaptations

- LKMA constructors- the main LKMS module

At the extreme case the LKMS may replicate the core structure (minus the LKMS constructors). 

If the LKMS will be delivered to work separately (autonomous) it will contain his own manipulators and resources.

If it will work remotely but linked to the core, some “resources” may be only “links” (or client interfaces) to the  real resources placed in the core secondary resources libraries. Even some manipulators may be reduced to client-interfaces tied to the manipulators placed in the secondary resources region. 

In the case of the embedded LKMS , we may aspect that this kind of situation will be general (replicating resources and manipulators may be pertinent only when a LKMS embedded beneficiary has special needs (security, reliability, adaptations  etc)  



2 The LKMA core libraries contain the LKMA constructed and managed with:

-  the LKMA core manipulators (light green): direct LKMA (n) 

-  LKMA manipulator placed in some embedded LKMS and eventually depending on it : indirect LKMA (m,n) 

The first library is dedicated to the LKMA templates (classes) still in composition phase (the LKMA edition may be multi-session and cooperative).

A template may be used to obtain many LKMA instances, using the particularization freedom- to adapt the LKMA to different contexts (this feature is useful especially for preparing the deliverable LKMA- that will be discussed lately).

When the instantiation phase (that may be multi-session and cooperative) is finished, the LKMA is delivered ,or activated in the TELOS context. These “embedded” active instances are placed in the third LKMA library. 

Observation: If we will use only one library, we shall manage the evolution of an LKMA between the three phases   

The potential modules for an active LKMA:  

- primary and secondary resources (components) and manipulators (K,D,T,P.O, I, A) 

- an LKMA modifier for later adaptations

- LKMA exploration data, a potential source for a LKMP

The simplest form (“thin”) of an active LKMA (direct- from the core, or indirect- from a LKMS) must contain his aggregate structure (definition) pointing to the resources and the manipulators placed in the core (or LKMS regions). It is a normal situation for an LKMA embedded in the core LKMA library or in the LKMA library of an autonomous remote LKMS. 

A “fat “ LKMA (embedded or linked) will contain his the aggregate components but will access remotely the necessary manipulators. 

The “heavy” LKMA (containing also the manipulators) will be usefull when the autonomous LKMA is delivered alone, without a LKMS base. 

The “empty” LKMA (thin, fat or heavy) dos not contain exploration data, as a  “filled “ LKMA 



3 The LKMP are resources (K data, documents, tools, person and operation data, interfaced and aggregates resources) produced by the TELOS users and generally private to them - forming users and groups “portfolios”

   They may result from the LKMA exploration activity (an instance, a group of instances in a given LKMA template-class, a cross-LKMA synthesis etc.)

   But they may also result from some direct activity on secondary resources  (declared or intercepted).

   The elements of an LKMP may be actual and autonomous resources, data interpretable in the context of the producing LKMA exploration (or other direct activity) or only personal pointers to resources shared in the core libraries. 

   The definition of the LKMP manipulators and the connection between LKMP region and the person accounts region should be refined later.   

4 The tertiary resources region is also provided with a core modification module , usable only by TELOS engineers. 

   This module would facilitate the evolution of TELOS (adaptation, re-engineering) .

   But it must be defined with special care because every core modification may produce incompatibility with the older versions. 
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3aD Bus , kernel and remote modules (clients, user and system agents, LKMS, LKMA),
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The modules placed in the three regions explained previously may be or not placed on the same computer. 

They define a functional “core entity”. The geographical distribution problem will be considered separately and solved pragmatically by the technical architecture. 

The connection between the modules must be assured by an internal “communication bus” , coordinated by a “kernel”that deploy and connect the communication interfaces. All the core modules must be plug- gabble to this “bus”. 

The active LKMS , LKMA or LKMP may also have their  “kernel” parts because they may be obliged to coordinate their internal modules (autonomous case) or to communicate with the core executors (linked case) 

The kernel contains a general controller (shell) delegating the resource control to an appropriate manipulator.    

An user may communicate with the system on an “thin interface” (or user agent Au)- provided by the kernel for piloting directly some operations.

He may also use a “fat interface” ( a TELOS client, also distributed by the kernel)- working in pair with some internal modules, interfaced with a service server (the client-server paradigm -used for punctual services)

It is also possible (“indirect interface”) that the user acts on on external system, equipped with a “system agent”- deployed by the kernel and capable of communicating with him. 

In other cases (“delivered interface”) the user of a remote LKMS or LKMA obtains some services from the core - putting in work the kernels intercommunication. 
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4a Kernel intermediated basic operations: using a resource
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4d communication situations
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Knowledge

referential

5a1 The correlation between the indexing services and the (T,D, O, P) resources management services.
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See the explanation in the annexed document
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managements services chains

5a2 The library and the chaining of resource management services 
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See the explanation in the annexed document
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5b1 Distributed controller
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See explanations in the annexed document
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6a Knowledge phylogenesis: the learning facilitation spiral
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imbricate knowledge ontogenetic cycles (tools construction, authoring system composition, learning application design, lesson exploration, knowledge application) forming a “knowledge facilitation spiral”
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3aB Secondary (prepared and aggregated) resources libraries and manipulators
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The second region contains the manipulators and the libraries for two categories of secondary resources:

1 The interfaced (wrapped, prepared) etc resources.

Are based on a preparatory operation executed (with the aid of some preparing tools) on some primary resource, exposing the functionality  to an outside world  (facilitating the communication with it). This exteriorization allows the rapid integration of the resource in a collection, system or orchestration aggregate. 

When the secondary resource is used (execution time) some appropriate interpreter translate the outside orders to the internal ones.

Every type of primary resource may be interfaced. 

A wrapped document may facilitate some necessary translation and some potential document aggregations. 

A wrapped tool may allow some remote control, the execution of a operation batch (as a demonstration, wizard, parameterization facility) or may ease the tool aggregation.

A wrapped person acting as a “subject” may connect essayer to the system (interface adaptation). Wrapping  a “ressource-complement” person, we may facilitate the communication with him. The preparation may also ease the person aggregation (teams etc).

A wrapped operation may facilitate the correspondent service delivery or ease a potential procedural aggregation (function).



2 The aggregated resources are obtained from the secondary ones (interfaced or aggregated) , using some TELOS authoring tools: aggregate editors - for defining the aggregate structure) , resources connectors (binders) - for populating with secondary resources, support and control editors- for defining the access, support and cooperation policy. 

   The editor allows the definition of some abstract resources waiting for later concretizations. The resources connectors may bind a interfaced participant to an abstract actor,  a interfaced tool or document or entity aggregate to an abstract instrument and even a interfaced operation (procedural aggregate) to an abstract chained action. 

   We may also obtain some “emergent” aggregates (with generators), if the appropriate measures are taken to intercept the user action on the secondary resources. This feature is more easy to implement for a demonstrating actor,finishing the aggregate construction by manual edition. 

   The edition may be cooperative and multi-session. 

   When the edition is finished  the template-aggregate may be used for obtaining (using an instance-manager) some instance-aggregates, adapted for different contexts of use (having for example different concretizations of some resources).  

   The real advantage of preparing an aggregate appears in execution phase, when the aggregate is explored using an appropriate manipulator. When an aggregate component is launched, another resource interpreter or aggregate executor may act. 

    The execution may produce some traces (annotations, etc) that can be observed with exploration analyzers.  

    We may apply (recursively) many aggregation principles (and accordingly we may have many types of aggregates and manipulators). We consider this classification open , beginning with three important categories:

-grouping: forms a group (set) of similar entities selected by some useful criteria (goal, owner etc)

	- from documents and tools: object groups (collections)

	- from participants (persons)- person groups (publics, categories)  

 	- from persons and objects: - entities groups (spaces)

	- from operations: - operation groups (libraries)

	- from other groups: group groups (meta-groups)

-integrating: organizing a  system of inter-cooperating entities, acting as a coherent whole 

	- from documents and tools: object systems (fusions) 

  	- from persons: person systems (teams) 

	- from persons and objects: entities systems (projects)

	- from other systems: system –systems (meta-systems)

- orchestrating : a process oriented aggregation, based on a orchestration  model, coordinating the "participant" entities

- from documents and tools: object orchestration (flowcharts) 

- from persons: person orchestration (workflows) 

- from persons and objects: resources orchestration (functions)

- from other orchestrations:  meta-functions
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